
magnetosphere can attain when the IMF points
northward.
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Extreme electric fields power
catalysis in the active site of
ketosteroid isomerase
Stephen D. Fried,* Sayan Bagchi,† Steven G. Boxer‡

Enzymes use protein architecture to impose specific electrostatic fields onto their bound
substrates, but the magnitude and catalytic effect of these electric fields have proven
difficult to quantify with standard experimental approaches. Using vibrational Stark
effect spectroscopy, we found that the active site of the enzyme ketosteroid isomerase
(KSI) exerts an extremely large electric field onto the C=O chemical bond that undergoes
a charge rearrangement in KSI’s rate-determining step. Moreover, we found that the
magnitude of the electric field exerted by the active site strongly correlates with the
enzyme’s catalytic rate enhancement, enabling us to quantify the fraction of the catalytic
effect that is electrostatic in origin. The measurements described here may help explain
the role of electrostatics in many other enzymes and biomolecular systems.

K
etosteroid isomerase (KSI) is a small, pro-
ficient enzyme with one of the highest
known unimolecular rate constants in
biochemistry (1, 2), which has prompted
extensive study of its mechanism and the

catalytic strategies it uses (3–5). In steroid biosyn-
thesis and degradation, KSI alters the position of a
C=C double bond (Fig. 1A) by first abstracting a
nearby a proton (E•S ⇌ E•I), forming a charged
enolate intermediate (E•I), and then reinserting
the proton onto the steroid two carbons away
(E•I ⇌ E•P). The removal of a proton in the first
step initiates a rehybridization that converts the
adjacent ketone group to a charged enolate, an
unstable species that is normally high in free en-
ergy and so slow to form. The reaction is therefore
expected to produce an increase in dipole moment
at the carbonyl bond (jDm→rxnj), suggesting that KSI
may facilitate this reaction by exerting an electric
field (F

→

enz) on this bond that stabilizes it in the
intermediate form and the preceding transition
state (Fig. 1B). Using vibrational Stark effects, we
havemeasured the electric field that KSI exerts on
this C=Obond, providing quantitative experimen-
tal evidence for the connection between electro-
statics and catalytic proficiency.
The frequencies of certain vibrations (such as

the C=O stretch) shift in a linear manner with
the electric field experienced by that vibration
from its environment, a phenomenon known as
the linear vibrational Stark effect (6, 7). Through
this effect, we have shown that vibrations can be
used as probes of local electrostatic fields. The
nitrile group has been widely deployed to mea-
sure electric fields inside enzymes and their re-
lationship to mutation (8), ligand occupancy (9),
or conformational changes over the catalytic

cycle (10). In this study, we have focused on the
C=O group of the inhibitor 19-nortestosterone
(19-NT) (Fig. 1C), because when 19-NT binds, the
C=O group is loaded directly into the catalytic
machinery (11, 12). In this way, 19-NT’s C=O vibra-
tional (infrared) frequency shift probes the electro-
static environment that the substrate’s C=O bond
would experience in the active site, except 19-NT
cannot react due to the position of the C=C bond.
To calibrate the sensitivity of 19-NT’s C=O vi-

brational frequency to an electric field, we used
two complementary approaches. In Stark spec-
troscopy (Fig. 2, A and B), an external electric
field of known magnitude is applied to a frozen
glass containing 19-NT, and the accompanying
effect on the vibrational spectrum is recorded (7).
By fitting the Stark spectrum (Fig. 2B) to deriv-
atives of the absorption spectrum (Fig. 2A), the
vibration’s difference dipole can be extracted:
jDm→C¼Ojƒ = 1.39 T 0.05 cm–1/(MV/cm), where ƒ is
the local field factor (fig. S1) (6, 7, 13). A vibra-
tion’s difference dipole is its linear Stark tuning
rate; that is, 19-NT’s C=O vibrational frequency
shifts ~1.4/ƒ cm–1 for every MV/cm of electric
field projected onto the C=O bond axis, whether
the source of that field is an external voltage (as
in Stark spectroscopy) or an organized environ-
ment created by an enzyme active site (F

→

enz) that
we wish to characterize. Whenever an external
field is applied to a vitreous sample, vibrational
bands will broaden because 19-NT molecules
(and their C=O bonds) are randomly oriented
with respect to the fixed direction of the external
electric field (6, 7). By contrast, a vibrational probe
will have a fixed orientation with respect to a
protein electric field when bound to a protein, and
as such the linear Stark effect then produces spec-
tral shifts instead of broadening. The C=O vibra-
tion’s Stark tuning rate does not appreciably change
when C=O accepts a hydrogen bond (fig. S2), im-
plying that the frequency still responds to fields
linearly even when C=O participates in stronger
interactions, although those interactions themselves
are associated with larger electric fields (14).
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We also pursued a second approach to cali-
brate the sensitivity of 19-NT’s C=O frequency
shifts to electric fields and to assign these fre-
quencies to an absolute field scale: Specifically,
we measured 19-NT’s vibrational spectrum in a
series of solvents (table S1) and examined the
correlation of the frequencies with the solvents’
reaction fields, estimated bymolecular dynamics
(MD) simulations (14). As shown in Fig. 2C, 19-NT’s
C=O band shifts consistently to the red with
increasing solvent polarity, from 1690.2 cm–1 in
nonpolar hexane to 1634.0 cm–1 in water, so that
the C=O frequency shifts across a 56 cm–1 span
from solvatochromic effects. The large redshift in
water reflects the large electric fields that are
created by water’s hydrogen bonds (H-bonds).
The trend in solvent shifts is strongly correlated
with the average electric field that each solvent
exerts on the C=Obond (Fig. 2D and fig. S3A); that
is, the plot of observed frequency versus computed
field is linear (R2 = 0.99) and its slope corroborates
the Stark tuning rate measured by Stark spectros-
copy. The ~2-fold difference between the slope of
this curve [0.702 cm–1/(MV/cm)] and themeasured
Stark tuning rate is consistent with the current
understanding of the local field effect (ƒ~2), based
on other vibrational probes and electrostatic mod-
els (text S1) (13, 14). The regression line implies
that the frequency variation due to different mo-
lecular environments can be well explained as a
field effect and suggests that we canmodel 19-NT’s
C=Opeak frequency in termsof the average electric
field experienced by the vibration.
When 19-NT is bound to wild-type KSI, the

C=O probe engages in short, strong H-bonds with

Tyr16 and Asp103 (11, 12), and its vibrational
frequency reflects the electric field at a primary
site of charge rearrangement during KSI’s cata-
lytic cycle. Notably, the C=O vibration red-shifts to
1588.3 cm–1 (Fig. 3A), 46 cm–1 further to the red
from the peak frequency in water, implying an
extremely large electrostatic field. Attributing the
frequency shift to the Stark effect, the linear field-
frequency relationship of Fig. 2D maps this fre-
quency value to an ensemble-average electric field
of –144 T 6 MV/cm. Although this highly red-
shifted frequency lies outside the known linear
range from solvatochromism, additional lines of
evidence suggest that the C=O vibrational fre-
quency maintains an approximately linear rela-
tionship with the field in this regime; neglect of
higher-order terms is expected to result in over-
estimates of the electric field, but by nomore than
10% (fig. S4 and text S2). Not only is the C=Oband
extremely red-shifted in KSI, it is also extremely
narrow (Fig. 3A), suggesting a rather rigid envi-
ronment (15) that greatly reduces the dispersion
in the electric field. This is very different fromwhat
is observed in H-bonding solvents like water that
exert large, but also highly inhomogeneous, elec-
tric fields because solvent H-bonds can assume a
broad distribution of conformations (dashed
traces in Fig. 3A and fig. S3, B and C) (14). Further-
more, the position of the C=O band in wild-type
KSI is situated at the reddest (highest field) edge of
the frequencies sampled by the C=O group in
water (see the red and dashed traces in Fig. 3A),
suggesting that the active site achieves this large
field by restrictingH-bond conformations to those
that are associated with the largest electric fields.

By exploring a series of structurally conserva-
tive (but catalytically detrimental)mutants (table
S2), we could systematically perturb the catalytic
efficacy of KSI and quantitatively evaluate its
relationship to the electric field probed by the
C=O vibration. In all cases, the assignment of the
vibrational bands to 19-NT was confirmed with
isotope replacement studies using C=18O 19-NT
(figs. S5 and S6). TheH-bond provided by Tyr16 is
known to be essential for KSI’s catalysis, as the
conservative Tyr16Phemutation diminishes KSI’s
rate by factors of ~104 (11, 16). This single point
mutation induced a blue shift from 1588.3 cm–1 to
1647.5 cm–1 (Fig. 3A), implying a much smaller
average electric field. (This change in field mag-
nitude is comparable to that of the change in
solvent field between hexane and water.) The
Tyr16Ser mutation (17), although less conserva-
tive than the Phe substitution, is actually less
detrimental. This observation has been explained
by the suggestion that leaving a cavity in Tyr16’s
place allows water to remain in the back pocket
of the active site; these water molecules could
also H-bond to the steroid substrate, thereby
partially compensating for the loss of Tyr16’s key
H-bond (18). Indeed, the C=O stretching fre-
quency in Tyr16Ser is not as dramatically blue-
shifted as it is in Tyr16Phe. Asp103 is the other
primary H-bond donor in KSI’s active site (Fig.
1A). In the Asp103Asn mutant, the H-bonding
proton is much less acidic, but N–H and O–H
bonds have similar sterics and dipole moments.
Consistent with these considerations, the change
in electric field and the rate impairment this
mutation entails with respect to wild-type are
much smaller compared to the other mutants.
Although it is conventionally accepted that

KSI uses Tyr16’s and Asp103’s H-bonds to stabilize
its transition state (1, 11), these measurements
show that the interaction between these H-bonds
and the C=O group can be described fundamen-
tally in terms of the electric field they produce. In
all the mutants studied, 19-NT’s C=O band re-
mains relatively narrow, suggesting that electro-
static rigidity is conferred by KSI’s scaffold,
rather than by the H-bonding residues. Also,
sizable electric fields persist in the KSI active site
after removing the critical H-bond donated by
Tyr16 (–60 T 3 MV/cm), implying that a substan-
tial electrostatic field contribution also arises
from the environment fashioned by the enzyme
scaffold (Fig. 3B). Nevertheless, that the Tyr16

H-bond alone contributes a static field of 84 T
7 MV/cm without an accompanying increase in
electric field dispersion makes it quite distinct
from water, which donates close to two H-bonds
to C=O on average, but taken altogether these
H-bonds generate an average field of ~40MV/cm
that is also highly heterogeneous (13).
The Asp40Asn mutant decreases KSI’s cata-

lytic rate by a factor of ~106 (16) but only blue-
shifts the C=O vibrational frequency of bound
19-NT by 6 cm–1 relative to wild-type KSI (table
S2). This behavior strongly contrasts with
other mutants studied, which produce blue-
shifts commensurate with their deleterious
effect on catalysis (Fig. 3B). To explain this
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Fig. 1. Catalysis by ketosteroid isomerase. (A) The chemical mechanism of ketosteroid isomerase. In
the first step, Asp40 removes an a proton from the steroid to form an enolate, stabilized by two H-bonds
from Tyr16 and Asp103. This transformation results in an increase of the dipole moment along the C=O
bond. E, enzyme; S, substrate; I, intermediate; P, product. (B) Simple model for electrostatic catalysis,
illustrating the effect of an electric field from the organized environment of an enzymeactive site (F
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reaction’s activation barrier (DG‡). m→S
C¼O, dipole of substrate’s C=O bond; m→TS

C¼O, dipole of transition state’s
C=O bond. (C) Complex between KSI and the product-like inhibitor, 19-NT, used in this study to probe
electric fields in the KSI active site.
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observation, we posit that, whereas the function
of Tyr16 and Asp103 is to stabilize the reaction’s
transition state by exerting electrostatic fields
onto the carbonyl moiety, Asp40 provides an
orthogonal catalytic function (text S3), by acting
as the general base in the proton-transfer re-
action (Fig. 1A).
When nitrile vibrational probes were placed in

other locations around the KSI active site in pre-
vious work, frequencies were found well within
the range demarcated by the solvent series (9). In
other words, the extreme electric field experi-
enced by 19-NT ’s C=O in wild-type KSI is specific
to its precise position in the active site where
strong local interactions and the collective effect
of the overall enzyme architecture mutually re-
inforce each other.
A plot of each mutant’s apparent activation

barrier (calculated from the Michaelis-Menten
kcat) (fig. S7A) (16, 18, 19) against its correspond-
ing ensemble-average active-site electric field
magnitude (derived from the field-frequency cal-
ibration curve in Fig. 2D) reveals a robust linear
trend (Fig. 3B; see also fig. S7B). This relationship
suggests that electric fields in KSI’s active site are
intimately linked to catalysis. Moreover, this cor-

relation can be explained using the simplemodel
for electrostatic catalysis in Fig. 1B. The forma-
tion of a transition state generally involves re-
distribution of electron density, resulting in bonds
with larger dipole moments than the analogous
bonds in the substrate (e.g., jm→C¼O

TS j > jm→C¼O
S j)

(20, 21). An electric fieldwill therefore differentially
stabilize the transition state in proportion to the
reaction difference dipole (Dm→rxn ¼ m→C¼O

TS − m→C¼O
S ),

altering the activation barrier by F
→

enz ⋅ Dm
→
rxn

(Fig. 1B). If we make a simplifying assumption
that the electric field experienced by the C=O
bond is the same in the substrate and transition
state, the model can be directly mapped onto the
data in Fig. 3B; the slope of the plot (1 D) corre-
sponds to jDm→rxnj, and the intercept (18.8 kcalmol–1)
corresponds to the hypothetical activation bar-
rier if KSI contributed no stabilizing electric
field. The small value for jDm→rxnj implies that there
is a rather small perturbation in the electrostatic
character of the substrate upon activation, con-
sistent with ab initio density functional theory
calculations (fig. S7C and table S3). Apparently,
the very large field present in the KSI active site
is needed to leverage what small charge displace-
ment is associated with the reaction’s transition

state. A chemical reaction with a larger charge
displacement would consequently be exponen-
tially more accelerated by these electric fields,
suggesting that electric field effects may provide
a natural framework for explaining the catalysis
of more proficient enzymes as well (22).
By comparing the intercept extrapolated to

jF→enzj ¼ 0 from Fig. 3B (18.8 kcal mol–1) to wild-
type KSI’s activation barrier (11.5 kcal mol–1), we
estimate that the active site’s electric field con-
tributes 7.3 T 0.4 kcal mol–1 to KSI’s barrier
reduction. This corresponds to an ~105-fold rate
enhancement and accounts for 70% of KSI’s cat-
alytic speedup relative to an uncatalyzed ref-
erence reaction in solution (Fig. 3C and text S3).
Moreover, the electrostatic stabilization energy is
quite similar to the enthalpic component of KSI’s
barrier reduction (9 kcal mol–1), suggesting that
the thermodynamic manifestation of the electric
field effect is enthalpic (23). The active site’s sup-
pression of electric field variability, as evidenced
by the approximately lifetime-limited linewidth
of the C=Ovibrational band in all theKSImutants,
is possibly also an important catalytic feature; for
example, the Tyr16Phe mutant produces a smaller
average electric field thanwater (Fig. 3A), although
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Fig. 2. Sensitivity of the C=O
stretch frequency of 19-NT to
electrostatic field. (A) The
absorption spectrum of 19-NT
(50 mM) in glassy 2-methyl
tetrahydrofuran at 77 K. (B) The
Stark spectrum of 19-NT at
1.0 MV/cm, shown as a
difference between the field-on
and field-off spectra. The Stark
tuning rate is related to the
second derivative fitting
parameter (figs. S1 and S2).
(C) Infrared spectra of 19-NT
dissolved in organic solvents of
various polarities or water; the
small peak at 1615 cm–1 is the
C=C stretch. (D) Plot of
19-NT’s C=O peak frequency,
nC¼O against the calculated
solvent electric field, jF→solvj, the
C=O group experiences in each
of those solvents (13, 14). The
least-squares regression line is
nC¼O ¼ 0:702jF→solvj þ 1689
(R2 = 0.99). Error ranges for
frequencies are contained
within symbols; for electric
fields, error bars report the
correlation-adjusted error of
the average electric field from
2-ns simulations.
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it is still amodest catalyst relative to solution. How-
ever, the linear infrared experiments described here
cannot directly quantitate this effect.
The remaining catalytic effect beyond electro-

statics can likely be attributed to the precise po-
sitioning of the general base (Asp40) with respect
to the proton on the steroid to be abstracted,
which is expected to be an entropic effect. From
this discussion, we surmise that in enzymatic
proton abstraction, electrostatic stabilization and
exact positioning of reactingmoieties provide the
physical basis to achieve enthalpic and entropic
contributions to catalysis, respectively; however,
contrary to earlier views (24, 25), electrostatic
stabilization can be the more important of the
two (Fig. 3C).

What is the physical basis for the extreme
electric field detected in KSI’s active site? Large
electric fields arising from Tyr16 and Asp103 are
expected when the carbonyl group of the ligand
closely approaches the OH groups of these two
residues and in a coplanar orientation [as indeed
is seen in crystal (3) and solution (12) structures].
Nevertheless, these static structures cannot pre-
dict or reproduce the electric fields determined
by vibrational Stark effects, likely because struc-
tures represent ensemble averages and because
electric fields depend sensitively on atomic posi-
tions down to resolutions not accessible in most
structural data (text S4). Moreover, electric fields
calculated from classical MD simulations of the
KSI•19-NT complex (text S4) also do not agree

with our experiments (text S4 and fig. S8). Better
estimates of active-site electric fields have been
obtained withmore sophisticated computational
models, which have provided a theoretical foun-
dation supporting the link between electric fields
and catalysis (10, 21).
Unusual spectral shifts have been observed

previously in enzyme active sites (including KSI)
(11, 26–28) and have been variously interpreted
as implying strain, distortion, or polarization. In
contrast, the vibrational Stark effect enables a
quantitative connection between spectroscopic
observables and a fundamental physical quantity
(electric field). As we demonstrate here, these
experiments can be applied to measuring the
H-bond electric field strength in proteins in
functional contexts. Moreover, the electric field
description provides a framework to quantify the
contributions of specific H-bonding interactions,
as well as the overall electrostatic environment
with the same units, to give a simple and unified
model for electrostatic catalysis (Fig. 1B). That a
substantial portion of KSI’s catalytic rate enhance-
ment can be explained in terms of its average
electric field suggests that the electric field could
be a useful design criterion in the ongoing efforts
to engineer enzymes with unnatural or enhanced
functions. More generally, we anticipate that elec-
tric fieldmeasurementswith functionally relevant
vibrational probeswill elucidate the physical basis
for a broad spectrum of biomolecular and con-
densed phase interactions and processes.
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A stagnation event in the deep
South Atlantic during the last
interglacial period
Christopher T. Hayes,1,2* Alfredo Martínez-García,3 Adam P. Hasenfratz,3 Samuel L. Jaccard,4

David A. Hodell,5 Daniel M. Sigman,6 Gerald H. Haug,3 Robert F. Anderson2

During the last interglacial period, global temperatures were ~2°C warmer than at present
and sea level was 6 to 8 meters higher. Southern Ocean sediments reveal a spike in
authigenic uranium 127,000 years ago, within the last interglacial, reflecting decreased
oxygenation of deep water by Antarctic Bottom Water (AABW). Unlike ice age reductions in
AABW, the interglacial stagnation event appears decoupled from open ocean conditions
and may have resulted from coastal freshening due to mass loss from the Antarctic ice
sheet. AABW reduction coincided with increased North Atlantic Deep Water (NADW)
formation, and the subsequent reinvigoration in AABW coincided with reduced NADW
formation. Thus, alternation of deep water formation between the Antarctic and the North
Atlantic, believed to characterize ice ages, apparently also occurs in warm climates.

T
he circulation and biological productivity
of the Southern Ocean may help regulate
atmospheric CO2 over millennial to glacial-
interglacial time scales (1, 2). Evidence
underpinning this view comes largely from

study of climate oscillations during ice ages.
Here, we report evidence for rapid changes in
Southern Ocean circulation during the last inter-
glacial period that is particularly relevant to
today’s warming climate. Authigenic uranium
(aU), a redox-sensitive trace-element proxy for
the oxygen content in sediment pore waters (3),
reveals a millennial-scale reduction in the ven-
tilation of the deep Southern Ocean around
127,000 years ago, when global temperatures
were ~2°C warmer than they are today (4, 5).
Most sediment pore water oxygen concen-

trations are controlled primarily by the balance
between diffusive supply from bottom water and
consumption by respiration of sedimentary or-
ganic matter. We find evidence in samples from
Ocean Drilling Program (ODP) Site 1094 (53.2°S
5.1°E, 2807 m water depth, Fig. 1) for changes in
deep water oxygen supply by combining aU mea-

surements with controls on the supply of or-
ganic matter to the sediments. In this core, the
230Th-normalized biogenic opal flux records
changes in the vertical rain of organic matter
(2, 6). Lateral supply of organic matter by se-
diment redistribution, or focusing, is assessed
by calculating the focusing factor, Y (7). For age
control during the period surrounding Termina-
tion II (T-II), a new sea-surface temperature
record from Site 1094, based on the marine lipid
index, TEX86

L, was correlated to the Vostok ice
core dD (7, 8) (Fig. 2A, fig. S1, and table S1).

The penultimate glacial period [marine iso-
tope stage (MIS) 6] at Site 1094 is characterized
by low export production (Fig. 2B), typical of
the Antarctic South Atlantic during ice ages
(9). Although substantial sediment focusing oc-
curred during MIS 6 (Y = 4, Fig. 2C), these gla-
cial age sediments are low in biogenic opal, our
proxy of organic carbon export. Given the absence
of an enhanced supply of organic carbon to the
sea floor (either vertically or laterally), the aU
enrichment during glacial MIS 6 (Fig. 2E) must
be due to low bottom water oxygen concentra-
tions, consistent with sluggish ventilation of the
Southern Ocean during glacial periods (10). This
scenario is corroborated by glacial-age aU enrich-
ments observed in other sediment records from
the Atlantic (9, 11) and Indian (12) sectors of the
Southern Ocean.
During the deglacial period (T-II), export pro-

duction increased rapidly, with 230Th-normalized
opal fluxes increasing roughly 10-fold (Fig. 2B).
Accounting for concurrent changes in sediment
focusing, although aU concentrations decreased
(Fig. 2E), the mass accumulation rate (MAR) of
aU increased from MIS 6 into the earliest part
of T-II (Fig. 2D), consistent with an increased load
of organic matter to the sea floor enhancing aU
deposition. During the course of T-II, export pro-
duction remained high or even increased, whereas
aU MAR gradually decreased (Fig. 2D). We there-
fore infer that the gradual deglacial decline in aU
MAR was driven by increased oxygenation in deep
water as a consequence of increased Southern
Ocean overturning during T-II.
Against this backdrop of MIS 6–to–T-II changes

that are consistent with previous findings, we
observed an entirely unexpected feature in the
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I. Materials and Methods: 

A. Materials.  19-Nortestosterone (19-NT) and 19-nortestosterone sulfate, sodium salt 

(19-NT sulfate) were purchased from Steraloids (Newport, RI).  Anhydrous solvents and 

deuterium oxide (99.5% D or higher) were purchased from Acros Organics.  All materials 

were used as received without further purification. 

B. Expression and purification of KSI.  Wild-type KSI from Pseudomonas putida and 

all mutants were over-expressed in BL-21 A1 cells (Invitrogen), isolated by affinity 

chromatography using a custom-designed deoxycholate-bound column resin, and 

purified by gel-filtration chromatography (GE Healthcare) as described previously (3). We 

graciously thank the lab of Daniel Herschlag at Stanford for providing plasmids 

containing genes for two of the KSI mutants (Y16S and D103L).  Following purification, 

KSI was concentrated to ca. 2 mM, and transferred into buffered D2O by serial dilution-

concentration cycles until the replacement factor exceeded 100.  Following replacement 

into D2O, KSI was further concentrated to ca. 3–4 mM for FTIR experiments.  All KSI 

genes were verified by standard DNA sequencing (Elim Biopharm), and all KSI proteins 

were characterized by LC/ESI Mass Spectrometry using maximum entropy 

deconvolution. 

C. Isotopic labeling of 19-Nortestosterone sulfate.  A 1–dram glass vial was charged 

with 1.25 mg of 19-NT sulfate, 90 µL of [18O]H2O (Cambridge Isotopes, 97 atom% 18O), 

and 10 µL of glacial acetic acid.  19-NT sulfate fully dissolved upon aspiration with 

pipette following addition of acid.  The vial was sealed and the reaction was allowed to 

proceed at room temperature for 30 h.  The reaction was monitored by taking small 

aliquots from the vial, diluting with methanol, and performing mass spectrometry.  

Afterwards, the reaction media was flash-frozen in liquid nitrogen and lyophilized in order 

to isolate the isotopically-labeled steroid product.  [18O]19-NT sulfate was characterized 
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by LCMS, UV-Vis spectroscopy, and IR spectroscopy.  LCMS: mass calc’d for [18M] 

C18H25O4
18OS is 356.15.  Found: (–) 355.3 [18M – 1H].  N.B., a mass of 353.3 [16M – 1H] 

was found on the non-isotopically enriched starting material.  UV-Vis: λmax = 248 nm, ε248 

= 14,000 M–1 cm–1; identical to the non-isotopically enriched starting material.  IR (10 mM 

in DMSO): C=18O frequency of 1640.8 cm–1.  N.B., that the C=O frequency of the non-

isotopically enriched starting material is 1664.7 cm–1.  The isotopic replacement yield 

was estimated at 94% as determined from the relative intensities of the 355/353 signals 

in ESI (–) and from fitting the IR spectrum to two pseudo-Voigt profiles.  This yield is 

close to the theoretical yield (97%) given the isotopic purity of the reaction medium. 

D. FTIR spectroscopy.  FTIR spectra were obtained on a Bruker Vertex 70 

spectrometer with a liquid nitrogen-cooled mercury cadmium telluride (MCT) detector 

using methods very similar to that described previously (14).  A liquid demountable cell 

was prepared with two windows (CaF2, 0.750 in thick, Red Optronics) separated using 

two semicircular mylar spacers (75 µm and 100 µm for studies with organic solvents; 50 

µm and 75 µm for studies on KSI).  15–25 µL of liquid sample was injected into the cell, 

and for volatile solvents, the cell was sealed by wrapping parafilm around the screw 

caps.   

For solvatochromism studies, the samples were prepared by dissolving 19-NT in various 

liquids to a concentration of 10 mM.  19-NT was soluble to 10 mM in all solvents studied 

except for hexanes and water.  To obtain a spectrum in hexanes, the sample was 

prepared to saturation (ca. 1 mM).  19-NT was not detectably soluble in water, so to 

obtain a spectrum in water, the compound 19-NT sulfate was used instead (sulfate 

replaces the hydroxyl group on the D-ring, see Fig. 1C).  Additionally, D2O was used in 

place of natural abundance because the H–O–H bending band of H2O blocks nearly all 

transmission of light in the C=O-stretching region of the mid-IR.  Aside from water, 19-
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NT sulfate was also soluble in DMSO, allowing us to compare the C=O frequencies 

between these two molecules when they are in identical environments.  The shift is 0.7 

cm–1 – negligible relative to the full solvent-induced frequency span, which is over 56 cm–

1 (table S1).  The reference sample in each case was the neat solvent.  To acquire a 

transmission spectrum, the cell was placed in the sample compartment, 5 min was 

allowed to pass during which atmospheric CO2 was purged with a nitrogen flow, and 

then 64 scans of the interferometer were acquired and averaged.  The absorption 

spectra were calculated by subtracting the negative log of the reference transmission 

from that of the sample transmission.   

For studies on KSI, infrared spectra were obtained using samples matched as perfectly 

as possible using a ligand editing method introduced earlier (14) because the protein 

presents a complex background arising from the amide region which overlaps the C=O 

band of 19-NT sulfate.  KSI was first buffer exchanged into 40 mM potassium phosphate 

(KPi) in D2O, pD = 7.4, and then concentrated to around 4 mM.  To prepare samples of 

KSI for IR spectroscopy, the sample and reference would always be prepared in unison.  

First, 15 µL of KSI was portioned twice into two separate tubes.  Ligand stocks of 19-NT 

sulfate, [18O]19-NT sulfate, and equilenin (a steroid analog that binds similarly to 19-NT) 

were prepared at 80 mM in DMSO.  Around 0.75 µL of ligand stock was added to the 

KSI aliquots; the procedure was repeated for the two aliquots, except 19-NT sulfate 

would be added to one and the reference ligand (either equilenin or [18O]19-NT sulfate) 

would be added to the other.  The liquids were mixed by stirring gently with the 

micropipette tip.  Similarity of preparation between the two samples was found to be of 

paramount importance to reduce the background signal, which was necessary to 

observe the desired C=O or C=18O vibrational band. 

The typical KSI concentration was around 4 mM, and ligand concentration was around 3 
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mM.  At these concentrations, 19-NT is >99% bound in the active site of WT KSI (KD of 5 

µM) (29), and the KD would have to exceed 150 µM (higher than observed for any 

mutant) for the percent bound to go below 90%, implying that the detected IR signals of 

the ligand reflect that of the bound state. 

Spectra of the sample and the reference were acquired one after the other.  Unlike the 

samples involving simple solvents, nitrogen purging was carried out for 10–15 minutes, 

and 256–512 scans were acquired on the interferometer and averaged.  Difference 

spectra were obtained by subtracting the spectrum of the altered ligand (either 

isotopically or equilenin) from the spectrum of 19-NT sulfate.  Clear C=O features were 

found in spectra for which the intensity of the amide I feature (as either a positive or 

negative peak) was reduced to 1–5 mOD without further baseline modification (fig. S5A); 

otherwise, the C=O feature was not distinguishable from the background.  Detection of 

the C=O feature was further facilitated by the particularly narrow linewidth of the band in 

the KSI active site environment (Fig. 3A). 

E. Vibrational Stark spectroscopy.  Vibrational Stark spectra were recorded as 

previously described (6, 7).  A brief summary follows: dry 19-NT was dissolved to 50–

100 mM in the solvent of interest (or combined with 4 mM WT KSI in 50:50 

D2O:glycer(ol-d3) to a final concentration of 3 mM) and 3–4 µL were loaded into a 

custom-designed cell composed of two off-set CaF2 windows coated with a 4.5-nm layer 

of Ni metal, displaced by 2 Teflon spacers of 26 µm thickness.  Co-solvents for 

dissolving 19-NT, which can disturb glass formation, were avoided. 

The cell was rapidly immersed in a liquid nitrogen-filled cryostat and sealed, after which 

it was connected to a high-voltage power supply.  During acquisition, electric fields in the 

range of 0.2–1.4 MV/cm were applied, and Stark spectra were obtained by taking the 

difference between the field-on and field-off infrared transmission spectra.  External 
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electric fields were based on the applied voltage and the distance between the windows 

(measured by interferometry).  The linear Stark tuning rates are extracted through a 

procedure based on fitting the Stark spectrum to derivatives of the low-temperature 

absorption spectrum (6, 7).   

F. MD simulations in solvents (Fig. 2D).  Simulations and electric field calculations of 

19-NT dissolved in various organic solvents and water were carried out similarly to 

previous work on acetophenone (14).  Briefly: 19-NT was placed at the center of a cubic 

box filled with solvent molecules, from which 2 nanosecond trajectories were simulated.  

Snapshots were taken every 200 femtoseconds.  From each snapshot, the electric field 

exerted onto the C=O bond of 19-NT by the solvation environment was calculated.  The 

potential function and the parameters of the generalized AMBER force field (GAFF) were 

used (30, 31).  Simulations were carried out in GROMACS version 4.5.3. (32).  Electric 

field calculations were performed according to the prescriptions reported in previous 

work (14).  Details about the simulations follow. 

F.1. Parameterization.  The initial model of 19-NT was built by extracting the 

coordinates of 19-nortestosterone hemisuccinate from a solution structure of its complex 

with KSI (PDB: 1BUQ ) (12).  The hemisuccinate moiety was edited off the steroid and a 

single stereochemical inversion was implemented manually in PyMol.  These 

coordinates were used to create a starting structure of 19-NT to input into the 

Antechamber program of AmberTools12 (30, 31), which parameterizes organic 

molecules using the GAFF forcefield and the AM1-BCC procedure to assign atomic 

charge parameters.  For the organic solvent molecules, we used the GAFF parameters 

of Caleman et al. (33), available at www.virtualchemistry.org.  Water was modeled using 

the TIP3P model (34). 

F.2. Simulations.  A cubic box of edge length 5.2 nm was specified around the 19-NT 
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solute, and filled with solvent molecules using the GENBOX utility in GROMACS and 

starting coordinates from Caleman et al. (33).  The solvent boxes were energy minimized 

with 1000 steps of steepest descent, then equilibrated for 100 ps (2 fs time step) in an 

NPT ensemble with a reference temperature of 300 K and a reference pressure of 1 bar.  

In all cases, periodic boundary conditions were applied to the solvent box, and long-

range electrostatics were approximated with the particle mesh Ewald (PME) method (35), 

using 1.0 nm as a cut-off.  Lennard-Jones interactions were also cut off at distances 

exceeding 1.0 nm.  All bond vibrations were constrained using the LINCS algorithm (36).  

During equilibration, the Bussi thermostat (37) and Berendsen barostat (38) were active. 

Production dynamics were carried out for 2 ns in the NPT ensemble, continuing from the 

final coordinates and velocities of the equilibration run.  Temperature-coupling was 

regulated using a stochastic dynamic integrator (39) and the Parrinello-Rahman barostat 

was applied (40).  Snapshots consisting of full-precision coordinates and forces were 

outputted every 200 fs, and used as the basis for electric field calculations. 

F.3. Electric field calculations.  The electric field experienced by the C=O bond in 19-

NT was calculated identically to methods previously described (14).  For each snapshot, 

we found the electric field on the C-atom and O-atom of 19-NT’s carbonyl moiety, and 

then projected those fields along the C=O bond unit vector evaluated at the 

instantaneous geometry.  The two numbers were then averaged to yield the 

instantaneous electric field experienced by the C=O bond, and this process was 

repeated for each snapshot.  The solvent fields reported in Fig. 2D are ensemble 

averages across the whole trajectory.   

G. Ab initio calculation of Δµrxn.  All ab initio electronic structure calculations described 

here were carried out in Gaussian09 (41).  A model molecule for 5-androstene-3,17-

dione consisting only of the A and B rings of the steroid (terminating the B-ring with 
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hydrogens at the sites where the fused C ring would connect) was built in GaussView 

and geometry optimized by density functional theory (DFT) at the B3LYP/6-311++G** 

level (42).  This truncated 5-androstene (referred to as 5-andro) was used in place of the 

full four-ring steroid for computational economy.  In PyMol, 5-andro was aligned against 

the cognate heavy atoms of the ligand (19-nortestosterone hemisuccinate) in the 

solution structure 1BUQ (12).  From this aligned frame, the coordinates of 5-andro along 

with Asp40 up to the beta carbon (effectively truncating it into an acetate ion) were 

extracted to create a bimolecular supermolecule that recapitulates the active site’s 

geometry between the general base and 5-andro.  The bimolecular system was subject 

to geometry optimization at the B3LYP/6-311++G** level to generate the optimized 

reactant state (RS – acetate/ketone). 

G.1. Locating the transition state (TS).  A simple model for the position of the 

transferred proton in the product state (PS – acetic acid/dienolate) was made by 

assuming the proton moves along the C4(5-andro)...O(acetic) vector and that the 

O(acetic)–H bond length is 0.96 Å.  The Cartesian coordinates of the transferred H+ in 

the RS and PS were averaged to move the proton to half-way between the two sites.  

The positions of C4(5-andro), H4β, and O(acetic), as well as the bond lengths of C4(5-

andro)...H4β and H4β...O(acetic) were all frozen.  The resulting structure was submitted to 

geometry optimization subject to these constraints at the same level of theory previously 

employed.  This optimization did not converge on the timescales sampled, however after 

43 iterations, the coordinates that led to the lowest forces (both maximum and root-

mean-square) were taken on to the next step.  The coordinates from the previous 

optimization calculation were subjected to a single-point frequency calculation, which 

rendered a single negative eigenvalue in the standard orientation.  Visualization of the 

normal mode of vibration that corresponds to the negative eigenvalue corresponded to 
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motion of H4β between C4 and O(acetic), with concomitant lengthening of C3=O and 

planarization about C4 – in short, recapitulating chemical intuition of the reaction 

coordinate.  Starting with these coordinates, a transition state optimization job (Berny 

algorithm) was commenced reading in the force constants from the checkpoint file of the 

frequency calculation (i.e., the opt=(ts,rcfc) keyword was used).  Additionally the 

noeigentest keyword was necessary to commence the TS search because a second 

(much smaller magnitude) negative eigenvalue manifests in the non-standard orientation.   

G.2. Relaxation from TS to corresponding minima.  During the transition state 

calculation, the acetate fragment swung over considerably with respect to its initial 

position in RS, rendering unlikely that the initial RS structure is the closest minimum to 

the saddle point located.  Therefore, to obtain the nearest minima corresponding to the 

RS and PS, the TS structure was relaxed off the saddle point by standard optimization.  

Subjecting the TS to such a calculation quickly furnished a minimum that corresponds to 

the acetic acid/dienolate species (PS).  From this PS, the proton on the acetic-acid was 

re-positioned onto the C4 atom of 5-andro with the C4–H4β distance set to 1.10 Å and the 

H4α–C4–H4β angle set to 109.5˚.  This initial guess for RS was optimized resulting in a 

new optimized RS much closer in structure to TS.  All of these optimizations were 

calculated at the B3LYP/6–311++G** level of theory.  With these final coordinates of RS, 

TS, and PS, the atom coordinate root-mean-square deviation between RS and TS is 

0.98 Å, and between TS and PS is 0.036 Å.   

G.3. Evaluation of electrostatic properties.  Single-point calculations calling routines 

to carry out population analysis were performed on the optimized structures of the RS, 

TS, and PS at the same (B3LYP/6–311++G**) level of theory.  In particular, we used the 

CHelpG scheme of Breneman (43) and the Merz-Kollman scheme (44), which both 

assign atomic charges by fitting against the electrostatic potential.  To determine the 
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local dipole-moment on the C=O bond in the RS, TS, and PS states, we took the 

average of the absolute value of the charges on the C-atom and O-atom (in e), multiplied 

by the C=O bond length (in Å), and multiplied by 4.803 to convert from eÅ to D.  The 

critical quantity, Δ
!
µrxn , was evaluated by subtracting the C=O bond dipole in the RS 

from the C=O bond dipole in the TS.  The Merz-Kollman scheme was found to give a 

more physically realistic value, and so was used in the discussion in the main text.  The 

full data set can be found in table S3. 

The energies assigned to RS, TS, and PS can serve as qualitative benchmarks of the 

calculations because of their relationship to kinetic and thermodynamic quantities.  

∆E(RS→TS) was found to be 12.44 kcal mol–1, qualitatively consistent with the enthalpy 

of activation (∆H‡) in solution (16.4 ± 2 kcal mol–1) (23).  Additionally, ∆E(RS→PS) was 

calculated to be 10.62 kcal mol–1, in good agreement with the measured ∆H˚ of 7 ± 2 

kcal mol–1 for the solution proton transfer reaction (23).  These findings support the 

overall reliability of the DFT calculations, and in particular, support the use of a gas 

phase model to describe the proton transfer process. 

H. Ab initio calculation of vibrational Stark effects.  As with the transition state 

calculations, 19-NT was modeled in a truncated form that corresponded only to the A 

and B rings of the 4-ring steroid.  The initial model was geometry optimized in the gas 

phase at the B3LYP/6-311G* level.  The optimized structure was re-oriented such that 

the C=O bond of 19-NT was along the x-axis of the Cartesian coordinate frame; these 

coordinates were used as an input for 10 separate optimization/frequency calculations, 

all of which were carried out at the B3LYP/6-311++G** level with anharmonic corrections 

(45).  In each calculation, an external electric field directed along the x-axis was 

specified (with magnitudes ranging from +50 to –150 MV/cm), and the nosymm keyword 
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was included.  The molecule’s geometry first relaxes to the presence of the field before 

components of the Hessian matrix are evaluated, which was found to lead to better 

agreement to experimental Stark tuning rates in previous work (46).  Following 

calculations, the C=O stretching normal mode was analyzed.   

At zero external field, the potential energy distribution was 90% confined to the C-atom 

and O-atom, and the displacement vectors were 100% along the CO-axis, supporting the 

assumption that the vibration is well described as a one-dimensional oscillator.  As the 

field magnitude increased, the mode became more delocalized.  At a field of 100 MV/cm, 

still 81% of the potential energy distribution was confined to the C- and O-atoms and 

99.7% of the displacement was along the CO-axis.  However, at 150 MV/cm, the mode 

structure became more complex, with only 50% localization on the C- and O-atoms.  The 

anharmonic frequencies and data are given in fig. S4, A and B. 
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Supplementary Texts: 

1. The local field effect 
 

The effective linear Stark tuning rate of 19-nortestosterone in liquid solution (from 

comparing solvent-induced frequency shifts to their associated calculated electric fields) 

is ca. 0.7 cm–1/(MV/cm), which is 2-fold lower than the measured difference dipole of 19-

nortestosterone in solid solution from Stark spectroscopy (1.4 cm–1/(MV/cm)).  This 

difference has also been observed for the carbonyl group in acetophenone (14).   We 

consider two possible origins for this difference: (1) the local field effect, ƒ (13, 47, 48), 

and (2) the possibility that the induced portion of the difference dipole is reflected 

differently in solvatochromism and Stark spectra due to quadratic Stark effects (see text 

S2) (49).  The first effect is more significant than the latter, as will be discussed in the 

following. 

 Vibrational Stark spectroscopy involves the application of an external field onto a 

sample to probe the response of vibrational chromophores to a defined field.  For an 

empty parallel plate capacitor, the electric field is uniform and given by Fext =V / d ; it 

depends only on the voltage, V, and the distance between the two plates, d, which in our 

experiments are both known accurately (to within about one part in a hundred).   When a 

capacitor is filled with a dielectric material (e.g., a frozen organic solvent), this 

relationship holds in the macroscopic sense, but microscopically the local electric field 

created by the external voltage may differ from V / d  due to the heterogeneous 

distribution of polarization induced in the medium by the external charges accrued on the 

capacitor plates.  This local field at a particular point in space will in general differ in 

direction and magnitude, resulting in 
!
Flocal = f

!
Fext  , where f  is a tensor.  Previous work 

has suggested f  is approximately diagonal (48), meaning it is well represented as a 
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scalar (ƒ), but its magnitude is not known experimentally, though several simple physical 

models have been proposed (50).  Because of this, Stark spectroscopy does not 

determine the microscopic Stark tuning rate ( Δ !µC=O ), but an effective tuning rate 

modified by the local field correction factor ( Δ !µC=O ƒ).  Recent theoretical treatments of 

the local field effect based on continuum dielectric theory estimated the local field 

correction factor to be between 1.4–1.8 (SI of 10).  That the slope of 19-

nortestosterone’s field-frequency relationship in Fig. 2D is about two-fold smaller than 

the measured Stark tuning rate is consistent with the hypothesis that the tuning rate 

determined from Stark spectroscopy is enhanced ca. two-fold via the local field effect. 

 A complete understanding of the local field effect is the subject of ongoing 

research.  We provide here a brief sensitivity analysis discussing how the value of ƒ 

affects the major conclusions of this work; in particular, if it were close to 1 (as assumed 

previously (51–53)).  If we had considered ƒ to be unity, relative electric fields in solvents 

and KSI could be determined directly from experimental quantities (the observed Stark 

tuning rate and the frequency shifts), and the resultant electric fields would all be 

approximately half the values reported in this paper.  The rescaling would not affect the 

primary conclusion of this work that KSI’s activation barrier correlates well with the active 

site’s electric field, nor would it affect the value of the y-intercept in Fig. 3B (i.e., the 

extrapolated activation barrier associated with zero electric field) and hence the value 

given for the electrostatic contribution to KSI’s rate enhancement.  The value of ƒ does 

however affect the slope of Fig. 3B, and the extracted value given to Δ !µrxn ; namely, if 

all the electric fields were half the size, then Δ !µrxn  would be twice its reported value (2 

D, instead of 1 D).  This would exacerbate rather than assist agreement with the value 

estimated from ab initio calculations (0.5 D); however, we note though that the 
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theoretical estimate for Δ !µrxn  is expected to be crude and its value is not the primary 

focus of this work.  
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2. Quadratic Stark effects 

 In the main text, to determine the electric field in the active sites of WT KSI and 

its mutants, we developed a calibration curve relating 19-nortestosterone’s vibrational 

frequency to electric field using a series of organic solvents and water as reference data.  

According to MD simulations (and corroborated by the analytic Onsager model, Poisson-

Boltzmann models, and fully polarizable atomistic simulations (13)), solvation forces in 

liquid solutions are capable of exerting electric fields whose average values are in the 

range of 0 to –80 MV/cm.  In this range, 19-nortestosterone’s vibrational frequency 

varies strictly linearly with the calculated value of environment’s electric field (Fig. 2D).  

This observation is in accordance with the Stark spectrum (Fig. 2B, fig. S1), which 

because of its second-derivative lineshape, implies that the C=O vibration possesses a 

large difference dipole ( Δ !µC=O ) and a small difference polarizability ( ΔαC=O ), 

responsible for linear and quadratic Stark effects, respectively.  It is also consistent with 

earlier observations (9, 54), that other vibrational probes also demonstrate linear 

frequency variation with respect to solvent fields. 

 However, the bathochromic shift induced by the active site of WT KSI is larger 

than what is observed in organic solvents or even water (Fig. 3A), raising the question of 

whether vibrational frequency still varies linearly with respect to electric field in the range 

of –80 to –150 MV/cm, to which the solvent series cannot testify.  To address this 

question, we employ ab initio density functional theory (DFT) calculations (fig. S4, A and 

B) and vibrational Stark spectroscopy (fig. S4, C to E).   

The overall result of this inquiry (the details of which follows) is that 19-

nortestosterone’s vibration does possess a small quadratic Stark effect, and the first 

onset of non-linearity begins around water’s average solvent field (–80 MV/cm; fig. S4F).  
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With the electric fields present in the active site of WT KSI, we estimate quadratic Stark 

effects account for about 20% of the overall frequency shift with respect to the zero-field 

frequency, and the inclusion of quadratic effects into the field-frequency model lowers 

the electric field magnitude assigned to WT KSI’s frequency from –144 MV/cm to –129 

MV/cm (fig. S4F).  In other words, extrapolation of the linear calibration curve (Fig. 2D) 

results in a field overestimated by 10%.  Nevertheless, inclusion of quadratic effects into 

the calibration curve does not affect the primary conclusions about the connection 

between electric fields and catalysis (fig. S7B). 

 

 The most straightforward way to investigate quadratic Stark effects in extreme 

electric fields is by ab initio methods, in which arbitrary electric fields can be applied in 

silico and molecular vibrational frequencies can be computed directly.  The results from 

these calculations are shown graphically in fig. S4A and numerically in fig. S4B.  The 

calculated frequencies clearly demonstrate a mostly linear trend in the range of +25 to –

50 MV/cm, which is well described with the regression line νC=O =1.0514
!
F +1735.2  (R2 

= 0.997; N.B. that here and in the following, 
!
F  denotes the electric field C=O 

experiences, not the field magnitude, and so is signed).  Outside this range, parabolic 

features to the field-frequency curve become more apparent and linear extrapolation of 

the regression line from the –50 < 
!
F /(MV/cm) < 25 range results in poor estimation of 

vibrational frequencies.  However, the quadratic regression curve 

νC=O = −0.002915
!
F

2
+ 0.9344

!
F +1735.3  describes the frequency variation very well 

over the full range from –150 to +50 MV/cm (R2 = 0.9999). 
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 The DFT calculations agree with the solvatochromism studies that 19-

nortestosterone’s C=O frequency obeys a linear field-dependence in the range 

associated with organic solvents (0 to –40 MV/cm; Fig. 2B and fig. S3A), but suggest 

that the linear field-dependence is not maintained to large electric fields.  In fact, at a 

field of –150 MV/cm, the linear model assigns a frequency shift that is significantly 

different (30%) from the quadratic model.  However, the DFT calculations do not 

describe 19-nortestosterone’s vibrational frequency quantitatively: they overestimate the 

zero-field frequency by 46 cm–1 and the microscopic Stark tuning rate by 0.35 cm–

1/(MV/cm), or about 50%.  That DFT systematically overestimates Stark tuning rates by 

ca. 50% is in line with previous studies and appears to be a fundamental deficiency of 

single determinant methods (55, 56).  Awareness of this deficiency makes us cautious to 

use DFT’s prediction for the quadratic Stark tuning rate, which would likely be even less 

accurate, as it is a higher-order effect.  For instance, DFT predicts (incorrectly) that at 

the solvent field created by water (–80 MV/cm), 19-nortestosterone’s C=O frequency 

would lie outside the linear regime, which is inconsistent with experiment (Fig. 2D). 

 A second method to estimate quadratic Stark effects is to use vibrational Stark 

spectroscopy to measure C=O’s difference dipole (linear Stark tuning rate) in different 

environments.  In Stark spectroscopy, a small external electric field (ca. 1 MV/cm) is 

applied to a vibration in addition to the considerably larger matrix field supplied by the 

environment (ca. 102 MV/cm), which can either be a solvent or a protein.  In this context, 

we use the term matrix field instead of solvent field since in Stark spectroscopy, 19-

nortestosterone is encased in a frozen glass instead of diffusing in liquid solution (57).  

Therefore, the Stark tuning rate probed in Stark spectroscopy is effectively the derivative 

of the field-frequency curve evaluated at the electric field equal to the matrix field, and 

the matrix field can be determined from the peak frequency of 19-nortestosterone in the 
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low-temperature absorption spectrum (from a field-frequency model).  In a quadratic 

field-frequency curve, νC=O = − 1
2 a
!
F

2
− b
!
F + c , a is the difference polarizability and b is 

the intrinsic difference dipole.  In the derivative of the field-frequency curve, 

Δ
!
µC=O = −a

!
F − b , −a

!
F  is the induced difference dipole, that is, the difference dipole 

that is created by the matrix field, and b is the linear Stark tuning rate in zero electric field 

(hence, intrinsic).  Therefore, we can probe the quadratic Stark effect (a) by measuring 

the sensitivity of the linear Stark tuning rate to electric field (environment).  By way of 

contrast, a vibration that has no quadratic Stark effect would have an identical difference 

dipole in all environments. 

 We have measured the difference dipole of 19-nortestosterone in a typical 

organic glass (2-methyltetrahydrofuran; Fig. 2, A and B, fig. S1), in a hydrogen-bonding 

organic glass (ethanol; fig. S2), and bound to the active site of KSI (fig. S4, C to E).  We 

stress that the latter measurement is qualitative at best for several reasons.  Firstly, the 

analysis of the Stark effect depends on the absorption spectrum, which is reliably 

obtained in the standard FT-IR experiment by acquiring spectra of carefully matched 

(isotopically-substituted) samples.  The same is not possible in our Stark experiment 

because the sample cell is destroyed in the experiment.  Therefore, the absorption 

spectrum in fig. S4C is approximate.  Moreover, the small number of data points in the 

narrow spectral region (fig. S4D) precluded the standard lineshape analysis used to 

extract the difference dipole (6, 7), forcing us to adopt a more qualitative method of 

extracting the difference dipole that consisted of assuming negligible zeroth- and first-

derivative contributions and comparing the intensity of the spectral second-derivative to 

that of the Stark spectrum (fig. S4E). 

 



 19 

In these environments (glassy 2-methyl tetrahydrofuran, glassy ethanol, WT KSI 

in vitreous water/glycerol), 19-nortestosterone’s vibrational frequency redshifts (1667, 

1651, 1586 cm–1), which is interpreted as matrices of increasing electric field (–32, –54, 

–147 MV/cm according to the original linear model function).  The linear Stark tuning rate 

increases (1.39 ± 0.05, 1.47 ± 0.1, 1.9 ± 0.25 cm–1/(MV/cm); mean ± std. dev. over three 

independent experiments for each) across this series, implying a positive difference 

polarizability – i.e., greater sensitivity to electric field at higher electric fields.  This trend 

is consistent with the prediction from DFT calculations.  Experimental limitations 

notwithstanding, these studies admit a value for the difference dipole in KSI that is larger 

than the difference dipole in organic frozen glasses (1.4–1.5 cm–1/(MV/cm)), though not 

by very much.  Less important for our present discussion, the extinction coefficient 

(related to the transition dipole) consistently decreases (850, 750, 300 M–1 cm–1) across 

this series implying a negative transition polarizability (7).  It is important to mention that 

obtaining Stark spectra of 19-nortestosterone bound to KSI proved to be very 

challenging due to the high background and low signal. 

 To devise a quadratic field-frequency model (fig. S4F), we examined the 

relationship between difference dipole and matrix field (determined by inserting the low-

temperature absorption peak frequencies into the original linear field-frequency model), 

admitting a regression of form Δ !µC=O = −0.0022
!
F + 0.626  (R2 = 0.999; N.B. assuming 

ƒ=2).  This equation was integrated to νC=O = −0.0011
!
F

2
+ 0.626

!
F +ν0  and ν0 was 

obtained by fitting to the original solvatochromism data.  The quadratic field-frequency 

curve was used to re-evaluate the matrix fields, and the calculations described were 

iterated until the quadratic field-frequency model converged (i.e., it self-consistently 

describes the relationships among difference dipole, matrix field, and vibrational 
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frequency); this is given in fig. S4F.  Although it is qualitatively similar to the field-

frequency curve calculated by DFT (fig. S4A), DFT substantially over-estimated the 

quadratic Stark tuning rate (by 130%), as originally suspected.   

 Using the final field-frequency curve, we estimate that the electric field exerted by 

WT KSI is –129 MV/cm, which differs from the original linear model by 10.4%.  Because 

this difference is quite small and does not appreciably change any aspect of the final 

analysis (see fig. S7B), we chose to limit discussion in the main text to the linear model 

for simplicity. 
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3. Evaluating the electrostatic contribution to catalysis and understanding the 

Asp40Asn mutant 

 Questions such as “By how much does an enzyme accelerate a chemical 

reaction?” and “What portion of the rate enhancement is due to electrostatic 

interactions?” are old and commonly encountered in biochemistry textbooks.  While 

there is a great deal of experimental information on the former question, there is little 

experimental information on the latter.  The computational literature in this subject is also 

vast, but is often in conflict and has seldom produced experimentally testable 

predictions.  The results in this paper provide the first direct information on the electric 

fields in the active site of an enzyme and their connection to catalysis.  We claim that the 

extreme electric field in the active site of wild-type (WT) KSI is responsible for stabilizing 

the transition state by 7 kcal mol–1 (a 105-fold rate enhancement) using the simple 

electrostatic model depicted in Fig. 1B.  However, to proceed with statements about 

what fraction of the total catalytic effect this represents, one must decide upon a suitable 

reference reaction. 

 As previously (58) we chose the acetate (AcO–)-catalyzed isomerization of 5-

androstene (S) in aqueous solution to be the reference reaction for comparison with 

KSI’s enzyme catalyzed reaction (59, 60). The acetate-catalyzed reaction shares the 

same chemical mechanism as KSI but differs greatly in its energetics and kinetics (59).  

The bimolecular rate constant for AcO– + S → AcOH + I, kAcO, is 6.0 × 10–4 M–1 s–1 (59), 

and the kcat of WT KSI is 2.4 × 104 s–1 (16, 61).  The ratio of these numbers, 4 × 107 M, 

can be regarded as the “effective molarity” of acetate in the vicinity of 5-androstene 

when in the KSI•5-androstene (E•S) complex (60). 

 As pointed out by Jencks though, this is an unattainable concentration, and so 

the rapid rate of the intramolecular enzymatic reaction must be ascribed to factors other 
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than local concentration (60).  Here we have the opportunity to point out that the 

100,000-fold rate effect we have assigned to electrostatic stabilization is unrelated to the 

local concentration, and so accounting for this, we are left with an effective acetate 

concentration of 400 M, a value which can sensibly be attributed to the combination of 

increased local concentration (which can contribute up to 55 M-effect) and rotameric 

selection.  By comparing the total rate enhancement (4.0 × 107 M) to the electrostatic 

rate enhancement (105.3 ± 0.3) on a log basis, one calculates electrostatics account for 70 

± 4 % of KSI’s barrier reduction, though the molarity scale introduces an arbitrary factor 

into the comparison (60).  

 This analysis ends up to be numerically equivalent (but semantically different) 

from the way Warshel and co-workers frame the problem (21), wherein enzyme and 

solution rates are typically compared by subtracting ΔG‡
cat

 (the activation barrier for E•S 

→ E•I) from ΔG‡
w

 (the activation barrier of the reference reaction AcO– + S → AcO– + I) 

(62).  The activation barriers are derived from the same two rate constants (kcat and kAcO) 

stated above, and admit a ΔΔG‡ of 10.4 kcal mol–1 (corresponding to the same rate 

enhancement). 

 Two notes must be made about the applicability of kcat and kAcO to the mechanism 

under consideration.  Firstly, kAcO corresponds to the reaction AcO– + S → AcOH + I.  

However, the solution decomposition of intermediate (AcOH + I → AcO– + P) is very fast 

(2.6 × 103 M–1 s–1) (59), which means that the overall rate of AcO– + S → AcO– + P is 

also effectively equal to kAcO. 

 Secondly, in the Michaelis-Menten model, kcat corresponds to the process E•S → 

E + P; therefore, the kcat of KSI is a composite of rate constants for three microscopic 

processes: the enolization reaction (E•S → E•I), the reketonization reaction (E•I → E•P), 

and product release (E•P → E + P).  It is generally believed that the enolization reaction 
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is rate-limiting (63, 64), although there is some evidence that in WT KSI, enolization is 

fast enough that reketonization (1) and product release (2) are also partially rate-limiting. 

The ideal comparison would be between kAcO and the microscopic rate constants for E•S 

→ E•I for each of the mutants.  In practice, microscopic rate constants have only been 

evaluated for WT KSI (and from a different homolog) (2), whereas Michaelis-Menten kcat 

values have been accurately determined for all mutants examined.  In the main text and 

in Fig. 3B, activation barriers were calculated on the basis of each enzyme’s kcat. We 

believe kcat is a reasonable proxy for the rate of the reaction E•S → E•I because 

enolization is rate-limiting for the KSI mutants studied and enolization is partially/mostly 

rate limiting for WT KSI.  Moreover, since kAcO is effectively the rate constant for the full 

reaction AcO– + S → AcO– + P, it is quite appropriate to compare it to kcat (which 

corresponds to E•S → E + P). 

 To make quantitative comparisons between the rates of KSI mutants in terms of 

an electrostatic model, it is imperative that the mutants all use the same mechanism as 

the reference reaction and be structurally similar to WT KSI.  To this end, KSI is an ideal 

system because its scaffold is quite rigid, and its structure is relatively robust to 

perturbation from mutations.  In particular, x-ray structures are available for the four 

mutants (Tyr16Phe, Tyr16Ser, Asp103Asn, Asp103Leu) selected for analysis, and their 

RMSD’s to WT are 0.14–0.38 Å for the whole enzyme, and 0.18–0.32 Å for the active 

site residues (18, 19, 65, 66).  The mutants also possess very similar KM-values (within a 

factor of 2 from WT), suggesting a conserved binding mode with substrate (17, 19).   

The Asp40Asn mutant is important to consider because it results in the largest 

rate impairment (106-fold) of all the mutants considered (16) while also resulting in the 

smallest blue-shift of 19-nortestosterone carbonyl’s frequency relative to WT among all 

the mutants (6 cm–1).  Taken at face value, this result could be interpreted as 
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contradictory evidence to the rate-electric field relationship (Fig. 3C); on the other hand, 

the result can be understood by considering that Asp40 does not impact catalysis 

through electrostatic stabilization of the transition state, but by providing a general base 

to initiate proton abstraction.  That Asp40Asn introduces a relatively small infrared 

frequency shift at the C=O vibrational probe demonstrates that general base catalysis 

and electrostatic catalysis are complementary and separate roles of the active site.   

A related question is that if ablation of Asp40 decelerates KSI’s catalysis by 106-

fold, and the electrostatic effect of Asp40 is minimal, then how can electrostatics, which 

contributes a ~105-fold rate enhancement (from extrapolation of Fig. 3C), be considered 

the dominant contributor to KSI catalysis?  The answer to this lies in the choice of the 

reference reaction.  While Asp40Asn is enormously damaging to KSI’s rate, it also alters 

KSI’s mechanism (67), which makes it incomparable to the chosen reference reaction.  

In particular, the identity of the base in the Asp40Asn-catalyzed reaction becomes a 

hydroxide ion from solution (rather than Asp40), and the reketonization reaction 

becomes strongly rate-limiting over enolization. 

In summary, the adoption of the acetate-catalyzed reaction as the reference 

reaction enables comparisons to other mutants which maintain the same mechanism; 

however, it does not allow for incorporation of Asp40Asn into the rate-field model. 
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4. Calculating electric fields in KSI and implications for the role of dynamics 

 The electric field at a given point in space is fully determined by the coordinates 

and charges of all the particles in a system. X-ray structures provide a high-resolution 

set of atomic coordinates, and conventional force fields assign charges to all those 

atoms.  Therefore, a natural and appealing way to calculate the electric field KSI’s active 

site exerts onto the C=O bond of the 19-nortestosterone inhibitor consists simply of 

modeling the active site with static point charges placed on the crystallographic 

coordinates.   

 As an illustration of this style of modeling, we used the x-ray crystal coordinates 

of a reduced active site region (consisting of Asp103, Tyr16, and the steroid ligand) from 

the 1.1-Å resolution structure 1OH0 (68), optimized the hydrogen positions using the 

PDB2GMX module of GROMACS (32), and modeled the bond dipole moments on Tyr16 

and Asp103 using the atomic charges on the O- and H-atoms of the AMBER force field 

(69).  In the original x-ray structure, the O19-NT•••OTyr16 and O19-NT•••OAsp103 distances are 

both 2.5 Å, and these distances both expand to 2.6 Å once hydrogen atoms are inserted 

and the energies relaxed. Calculating electric fields with this geometry and Coulomb’s 

law, we found that the OH groups of Tyr16 and Asp103 exert fields of 30.2 MV/cm and 

60.9 MV/cm respectively onto the carbonyl group of 19-nortestosterone.  The fields are 

very different despite similar O•••O distances because the Asp103 O–H bond vector is 

more coplanar with the C=O bond vector.  These values can be compared to the shift in 

the electric field between WT KSI and the Tyr16Phe mutant (84 ± 7 MV/cm) and the 

Asp103Leu mutant (52 ± 7 MV/cm), respectively, which ablate the electrostatic 

interaction from the OH group but maintain the overall steric pattern.  Although the 

agreement between calculation and experiment is fair for Asp103, the model does not 
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capture the large electric field supplied by Tyr16 and incorrectly predicts that Asp103 is 

electrostatically the more important residue.   

This simple analysis illustrates why precise electrostatic information in enzyme 

active sites cannot be accurately determined from crystal structures – even those that 

are ultra-high resolution.  The reason for this is that electric fields are extremely 

sensitivity to geometry at even a few percent-of-an-Å length scales and especially to the 

positions of hydrogens (which are the atoms that get closest to neighboring molecules) – 

details that are inaccessible to conventional structural biology methods.  Moreover, 

proteins are not static and x-ray structures do not necessarily represent the most typical 

conformation of a protein in solution.  Computer models that account for all interactions 

in a protein and average over many conformations are necessary, and such is achieved 

practically by way of MD simulation. 

However, MD simulations of the WT KSI•19-nortestosterone complex (modeled 

with the AMBER99SB-ILDN force field (69)) initiated from the same 1OH0 crystal 

structure also were unable to reproduce the extreme electric field at the C=O bond of 19-

nortestosterone.  The mean electric field from a 10 ns trajectory was around –60.4 

MV/cm (fig. S8, A and B displays the trajectory and histogram), very different from the 

experimental value (ca. –140 MV/cm), and even smaller than the simulated electric field 

in water.   

Upon visualization, it was not difficult to discern why the simulated fields were so 

low.  We expect the C=O bond to experience large electric fields when it closely 

approaches the O–H dipoles of the key active site residues, Tyr16 and Asp103.  

However, during the simulation these close-contact geometries were relatively rare. 19-

nortestosterone was frequently found far away from the active site residues over the 
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trajectory, with an overall mean distance between the hydroxylic O of Tyr16 and the 

carbonyl O of 19-nortestosterone (O19-NT•••OTyr16) distance of 5.5 Å (fig. S8C). 

These observations suggest that the AMBER force field does not energetically 

favor a tight hydrogen-bonding geometry between 19-nortestosterone and the key 

catalytic residues.  This supposition is verified from inspecting the van der Waals 

parameters of the AMBER force field: the van der Waals radius (σij) for the O19-NT•••OTyr16 

pair-wise interactions is 3.01 Å, and given εij = 0.21 kcal mol–1, the optimum distance 

(with respect to this single interaction) is 3.35 Å, and at the crystallographic distance of 

2.5 Å, the single van der Waals term adds a sizable energetic penalty of 5 kcal mol–1 to 

the overall potential energy function (N.B.: the hydroxylic hydrogen does not participate 

in van der Waals interactions in the AMBER or GAFF force fields).  Ostensibly, KSI 

utilizes a delicate network of interactions in order to offset the putative 4.5 kcal mol–1 

penalty imposed by the close O19-NT•••OTyr16 distance, though the AMBER force field 

apparently does not reproduce this correctly. 

On the other hand, MD simulations confirmed the expectation that in frames 

where 19-nortestosterone was in close contact with Tyr16 (O19-NT•••OTyr16
 distance < 3 Å) 

such as between 6 and 8 ns (fig. S8C), the electric field experienced by C=O was quite 

large (between –90 and –120 MV/cm), as can be readily seen by comparing to the same 

time window in fig. S8A.  This observation suggests that fixed charges can 

approximately reproduce the extreme electric fields given the correct geometry, although 

it is quite likely accurate models of active site electric fields will require a higher-level 

treatment (e.g., explicit polarization or a QM/MM treatment). 

 In principle, this difficulty could have been side-stepped by applying a restraint to 

the O•••O distance – forcing it to remain close to the crystallographic value – or by pre-
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selecting a reaction coordinate of interest and freezing the other degrees of freedom.  

These strategies would invariably lead to larger electric fields at C=O and better 

agreement between computation and experiment.  We emphasize that the infrared 

experiments on KSI•19-nortestosterone described in this paper were performed in the 

steady-state, implying that the extreme electric fields detected correspond to a typical 

KSI•19-nortestosterone configuration in thermal equilibrium, not to some rare excursion 

of the field due to a fluctuation.  In fact, the narrow linewidth of the C=O peak observed 

in WT KSI (Fig. 3A) suggests prima facie that the enzyme makes fluctuations away from 

the extreme electric field very rare.  This reveals an important aspect about the nature of 

KSI’s catalysis: rather than transiently sampling the catalytically conducive state 

(corresponding to extreme electric fields at the C=O bond, and to short O19-NT•••OTyr16 

distances of ca. 2.5 Å), KSI maintains it at equilibrium.  In other words, the catalytic 

power of KSI originates in its ability to bias the sampling of configurations to favor those 

that are catalytically conducive (which may otherwise be only rarely sampled in solution) 

(70).   
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Supplementary Figures: 

 

 

Fig. S1. Analysis of 19-nortestosterone’s vibrational Stark effect. (A) Stark spectrum (dotted 

black trace) at a field of 1.0 MV/cm of the C=O vibration of 19-nortestosterone (50 mM) dissolved 

in 2-methyl tetrahydrofuran at 77 K (reproduced from Fig. 2B).  The decomposition of the 

numerical fit (thick black trace) to the derivative components (blue traces) is shown.  The Stark 

spectrum is dominated by the contribution of the second derivative, which implies that the 

vibration’s sensitivity to electric fields is mostly linear, arising from the difference dipole. (B) Fitting 

parameters for the Stark spectrum, corresponding to the contributions from the 0th (A), 1st (B), 

and 2nd (C) derivative components respectively.  Values and errors are the mean and std. dev. 

over three repeats.  The difference dipole is a derived quantity from the second derivative 

component, and assumes the angle between the vibration’s difference dipole and transition dipole 

is 0˚.  This assumption is expected to hold for localized oscillators with 1-dimensional behavior, 

and has been shown to be the case previously (6). 
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Fig. S2. Stark spectroscopy of 19-nortestosterone when hydrogen bonded. (A) Absorption 

spectrum of 19-nortestosterone (100 mM) in glassy ethanol at 77 K.  The main peak (at 1651 cm–

1) is red-shifted about 15 cm–1 relative to the C=O band in 2-methyl tetrahydrofuran, consistent 

with a hydrogen bonding interaction.  The smaller band at 1669 cm–1 is assigned to a non-

hydrogen-bonded population since it possesses a similar wavenumber as the C=O band in 2-

methtyl tetrahydrofuran (fig. S1).  The two small bands at 1634 cm–1 and 1614 cm–1 are a Fermi 

resonance and the C=C stretch respectively. (B) Stark spectrum at a field of 0.9 MV/cm (scaled to 

1 MV/cm).  (C) Fitting parameters for the Stark spectrum.  Values and errors are the mean and 

std. dev. over three repeats.  (D) Decomposition of the numerical fit (thick black trace) to the 

derivative components (blue traces).  In both 2-methyl tetrahydrofuran and ethanol, the C=O 

vibration’s Stark band is strongly second derivative in nature, leading to similar values for the 

Stark tuning rate (C). The two Stark features corresponding to C=O (with and without a hydrogen 
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bond) are well fit to a common set of fitting parameters, supporting the assignment to C=O and 

the claim that hydrogen bonding minimally affects the vibration’s Stark properties.  The Fermi 

resonance and C=C stretch do not produce observable Stark effects, implying that their 

frequencies do not respond sensitively to electric fields (consistent with the observation in Fig. 2C 

that the band’s frequency is not strongly affected by solvent variation). 
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Fig. S3. MD simulations of solvent fields and linewidth analysis. (A) The mean and standard 

deviation of the distribution of electric fields experienced by the carbonyl group of 19-

nortestosterone in various organic solvents and water.  The electric field is defined as the average 

between the C- and O-atoms of the projections of the solvent field along the CO bond vector.  As 

shown in Fig. 2D, there is a strong correlation between the peak position and the mean solvent 

field.  (B) Plot of full-width at half-maximum of 19-nortestosterone’s C=O band against the central 

frequency of the band across a series of solvents demonstrates a clear correlation (R2 = 0.91).  

The trend can be qualitatively explained by noting that a solvent which exerts larger electric fields 

(resulting in a more red-shifted peak frequency) will also produce a more heterogeneous 
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distribution of electric fields (resulting in a broader peak).  While this qualitative relationship holds 

across a series of solvents, it very clearly breaks down upon considering the C=O bands of 19-

nortestosterone bound to KSI (Fig. 3A, table S2), which were all very narrow though substantially 

red-shifted.  This observation supports the hypothesis that an enzyme active site supplies a 

relatively rigid environment whose dynamic characteristics qualitatively differ from those of 

disordered solvation environments. (C) C=O linewidth is well explained (R2 = 0.96) by the 

standard deviation of the electric field distribution across the solvent series, providing evidence in 

support of the notion that linewidth encodes information about a given environment’s degree of 

electric field heterogeneity.  For reference, the lifetime-limited linewidth of a typical C=O vibration 

(ca. 1–2 ps) is between 5 and 2.5 cm–1. 
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Fig. S4. Quadratic vibrational Stark effects. (A) DFT-calculated anharmonic frequency of 19-

nortestosterone in the presence of varying electric fields (applied in silico) along the C=O axis.  

Between –50 and +25 MV/cm, frequency varies linearly with field; outside this interval, frequency 

variation is better described with a quadratic model. (B) Frequencies used to construct panel A.  

(C) Absorption spectrum of 19-nortestosterone sulfate bound to WT KSI (4 mM) in a vitrified 

mixture of 1:1 buffered D2O:glycerol-d3 at 77 K.  The primary band (at 1586 cm–1) is not shifted 

with respect to its position at room temperature. (D) Stark spectrum at a field of 0.9 MV/cm 

(scaled to 1 MV/cm).  Shown superimposed is the rescaled 2nd derivative of the fit to the low-

temperature absorption; the scaling parameter is used to estimate the difference dipole. (E) 

Fitting parameters for the Stark spectrum.  Values and errors are the mean and std. dev. over 

three repeats.  (F) A quadratic field-frequency model (blue trace) derived from the dependence of 

19-nortestosterone’s difference dipole on its environment’s electric field (see text S2).  The 
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quadratic model is approximately linear between fields of 0–80 MV/cm, and so describes the 

trends in solvent-induced frequency shifts identically to the linear model (Fig. 2D, black trace).  

However, at large electric fields, the parabolic character is non-negligible.  The lines in the 

bottom-left corner illustrate that the C=O frequency of 19-nortestosterone in WT KSI (1588 cm–1) 

corresponds to a field of –144 MV/cm in the original linear model, but to a slightly smaller field of 

–129 MV/cm in the quadratic model (see fig. S7A). 
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Fig. S5. FT-IR spectra of [18O]19-nortestosterone sulfate bound to KSI and mutants.  (A) 

Raw absorption spectrum of WT KSI•19-nortestosterone at 77 K, illustrating the amide 

background and its absorptivity relative to the C=O vibrational probe.  KSI possesses a fairly 

standard IR absorption spectrum for a protein (top right), with a large amide I band peaked at 

1640 cm–1.  The band near 1550 cm–1 is a superposition of vibrations arising from side-chains, 

but is likely mostly due to the anti-symmetric carboxylate stretches of Asp’s and Glu’s.  (B) 

Difference IR spectra acquired by subtracting the spectrum of KSI•19-nortestosterone sulfate 

from the spectrum of KSI•[18O]19-nortestosterone sulfate for WT KSI and the four mutants 

studied.  Positive bands correspond to the C=18O stretch and negative bands correspond to the 
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C=16O stretch – frequencies, linewidths, and errors are compiled in table S2.  Spectra for Y16S 

and D103N displaced for clarity.  The differences in the linewidth and intensity between C=16O 

and C=18O bands are likely due to baseline error resulting from the fact that the amide 

background from KSI is higher in different parts of the spectral region.  The differences in isotope 

shifts among mutants are likely due to a Fermi resonance in the region. 
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Fig. S6. FT-IR spectra of [18O]19-nortestosterone sulfate. 19-nortestosterone sulfate, 

dissolved in either dimethyl sulfoxide (DMSO, black) or water (red) in both its natural abundance 

(solid) and 18O enriched isotopomer (dotted).  The isotope shift in DMSO is 24 cm–1, but only 15 

cm–1 in water.  Isotopic substitution causes the C=O band to narrow significantly in water, but 

broaden slightly in DMSO.  These phenomena are possibly due to Fermi resonances (appear in 

spectra as side bands), which can shift and change the intensity of the C=O band in an isotope-

dependent manner.  This observation helps explain the isotope studies in KSI (fig. S5) in which 

isotopic substitution has a non-uniform effect on the C=18O minus C=16O frequency difference in 

different mutant backgrounds. 
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Fig. S7. Effect of quadratic Stark effect on electrostatic catalysis model.  (A) The free 

energy barriers for the conversion of 5-androstene to 4-androstene by WT KSI and mutants, and 

those enzymes’ active site electric fields.  The active site electric fields are determined from the 

vibrational frequencies (table S2) using either a linear field-frequency model (Fig. 2D) or a 

quadratic field-frequency model (fig. S4F).  The conversion factor between MV/cm and kcal mol–1 

D–1 is 0.04798.  (B) The use of a quadratic model to derive active site electric fields does not 

appreciably alter the catalytic model from Fig. 3, B and C.  Replotting the catalytic data with the 

updated electric field values admits a regression line (in blue) with a slightly larger slope and 

intercept (ΔG‡ =1.27
!
Fenz +19.5 ) and an identical correlation coefficient (R2 = 0.98).  The 

original rate-field trend line is shown in black for comparison.  Although the quadratic model 

assigns WT KSI a lower electric field, it predicts a larger overall electrostatic contribution to 

catalysis because of the larger value of Δ
!
µrxn . (C) Structural and electrostatic changes that 

accompany formation of the transition state (Asp40 is shown above the substrate for clarity), 

based on ab initio calculations in the gas phase.  The DFT-calculated value for Δ
!
µrxn  is 0.5 D 

(table S3). 
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Fig. S8. MD simulations of 19-nortestosterone bound to KSI. (A) The electric field 

experienced by the C=O vibration of 19-NT during a 10-ns trajectory in wild-type KSI. (B) 

The associated electric field histogram has an asymmetric distribution with a noticeable 

tail at high electric fields.  (C) Trajectory of the distance between the carbonyl O of 19-

NT and the hydroxylic O of Tyr16 (dOO) in WT KSI•19-NT.  The simulation samples a 
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wide distribution of distances with various residency times, but between t = 6 ns and t = 

8 ns, the 19-NT molecule returns to a geometry resembling the crystal structure with a 

short dOO. (D) Correlation plot showing the relationship between the electric field 

experienced by the carbonyl of 19-NT in WT KSI and dOO.  The plot shows that 

snapshots associated with large electric fields (< –90 MV/cm) most frequently occur 

when dOO < 4 Å.   
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Supplementary Tables: 

Table S1. Spectral data for vibrational solvatochromism of 19-nortestosterone. All samples 

were at 10 mM concentration, and spectra were obtained at room temperature.  Frequencies in 

this table correspond to the C=O stretching mode, which has some contribution from the 

conjugated C=C.  In most of these solvents, the C=C mode (which has some C=O contribution) is 

observed between 1615–1620 cm–1.  In contrast with the C=O mode, the C=C mode’s frequency 

does not vary strongly or consistently with solvent polarity (Fig. 2C).  Center frequencies and full-

width at half maxima (FWHM) were determined using two methods.  For analysis, the data 

obtained with peak picking were used; however, their similarity to the values obtained with curve 

fitting attests to the robustness of the spectral data. 

 

*The static dielectric constant at 25 ˚C.  According to continuum dielectric theory, the dielectric 

constant is related to the solvent’s reaction field (i.e., solvent field); concomitantly, a strong 

correlation between increasing dielectric constant and decreasing frequency is observed. †These 

two entries correspond to data for 19-nortestosterone sulfate.  19-nortestosterone sulfate is 
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soluble in water (19-nortestosterone is not), allowing the addition of an important solvent to the 

study.  Dimethylsulfoxide is the only solvent in which both steroids are soluble, permitting one to 

observe that the two molecules possess similar C=O stretching frequency when in similar 

environments. 
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Table S2. Spectral data for 19-nortestosterone sulfate bound to WT KSI and mutants. 

Samples were prepared by combining 19-nortestoserone sulfate (or its isotopologue) with KSI (or 

mutant) to form a complex, with final concentrations around 3 mM and 4 mM, respectively.

 

*The [18O]19-nortestosterone sulfate band was observed by referencing against an identical 

sample except replacing [18O]19-nortestosterone sulfate with its natural abundance isotopologue.  

For natural abundance 19-nortestosterone sulfate, the peak was observed either through ligand 

editing (using equilenin as the ligand in the reference) or through isotope editing (using the 

negative band from the experiments with [18O]19-nortestosterone sulfate). †For each mutant and 

isotopologue, the C=O band was observed and recorded n times.  The values and errors given 

for peak positions and full-widths at half maximum (FWHM) are the means and standard 

deviations from the distribution of independent measurements. ‡kcat from Michaelis-Menten 

kinetics of each mutant with the steroid 5-androstene-3,17-dione as substrate.  Values taken from 

literature (16, 18, 19). § The larger than expected isotope shift may be explained by considering 

Fermi resonance effects, see fig. S6. 
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Table S3. Ab initio electrostatic properties of reaction states. Charges and bond dipoles of 

the C=O bond in the substrate (reactant) state and in the transition state corresponding to the first 

chemical step of KSI’s mechanism (Fig. 1B), according to two population analysis methods.  All 

calculations carried out by density functional theory at the B3LYP/6–311++G** level in the gas 

phase.  Illustrations of the optimized structures corresponding to the reaction state and transition 

state are shown in fig. S7C. 
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