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ABSTRACT: The neutral or A state of the green fluorescent protein (GFP) chromophore is a remarkable example of a photoacid naturally embedded in the protein environment and accounts for the large Stokes shift of GFP in response to near UV excitation. Its color tuning mechanism has been largely overlooked, as it is less preferred for imaging applications than the redder anionic or B state. Past studies, based on site-directed mutagenesis or solvatochromism of the isolated chromophore, have concluded that its color tuning range is much narrower than its anionic counterpart. However, as we performed extensive investigation on more GFP mutants, we found that the color of the neutral chromophore can be more sensitive to protein electrostatics than can the anionic counterpart. Electronic Stark spectroscopy reveals a fundamentally different electrostatic color tuning mechanism for the neutral state of the chromophore that demands a three-form model as compared to that of the anionic state, which requires only two forms (J. Am. Chem. Soc. 2019, 141, 15250−15265). Specifically, an underlying zwitterionic charge-transfer state is required to explain its sensitivity to electrostatics. As the Stokes shift is tightly linked to excited-state proton transfer (ESPT) of the protonated chromophore, we infer design principles of the GFP chromophore as a photoacid through the color tuning mechanisms of both protonation states. The three-form model could also be applied to similar biological and nonbiological dyes and complements the failure of the two-form model for donor−acceptor systems with localized ground-state electronic distributions.

1. INTRODUCTION
The jellyfish Aequorea victoria green fluorescent protein (avGFP) exhibits two visible absorption bands: a major band (A) at 395 nm and a minor band (B) at 475 nm.1 The A and B bands correspond to the protonated neutral and the deprotonated anionic chromophores, respectively (Figure 1). The hallmark of the neutral state is its large Stokes shift (∼6000 cm⁻¹), which is attributed to its ability to generate the deprotonated intermediate (I) state via excited-state proton transfer (ESPT) upon photoexcitation (Figure 1).2 The chromophore’s photoacidity and the associated proton transfer processes have prompted many subsequent studies. Within those studies, GFP serves either as a unique model system with a well-defined hydrogen-bonding network that accepts a proton following photoexcitation3−7 or as a naturally occurring photoacid from which inspiration is drawn for designing small-molecule analogues.8−10 Because of phototoxicity from near-ultraviolet irradiation, the lower cross section, and incompatibility with the standard fluorescein filter sets for practical applications,11 much less attention has been paid to the A state as compared to the B state, and the latter is the main optimization target for imaging.12 The Stark tuning rate (electronic redistribution upon excitation) is a critical quantity for understanding both the color tuning behavior13,14 and the photoacidity15 of the neutral chromophore in response to environmental mutations; however, there has been only limited investigation of the Stark tuning rate for the neutral chromophore.16

Previously, we have elucidated how the photophysical and electro-optical properties of the anionic B-state GFP chromophore are modulated by its environment through electrostatics.13 We applied the Marcus−Hush theory, which is based on electronic coupling between the intuitive resonance structures with explicit consideration of vibronic coupling to the bond length alternation (BLA) mode, to explain the strong and monotonic correlations among properties including electronic excitation energy, Stokes shift, and Stark tuning rate. We then identified the relative energetics of the resonance forms, or the driving force, to be the dominant factor that is tuned by environmental electrostatics. The additivity of the
driving force from combinations of mutations allowed us to demonstrate the predictive power of the model and infer design principles for the anionic state. In this study, we continue this effort but instead focus on the neutral state of the chromophore. We find that the Stark tuning rates for the A state, which are obtained via electronic Stark spectroscopy, can sometimes exceed those of the B state, and protonation completely alters the qualitative trend between the absorption maximum and the Stark tuning rate previously documented for the B state. The A* emission (shown with a dashed curved arrow) is largely suppressed at steady state due to efficient ESPT. T203 is not the only residue that undergoes structural change following ESPT; see Figure 4 in ref 18.

2. RESULTS AND DISCUSSION

2.1. Mutant and Variant Design. In this work, we take advantage of a subset of GFP mutants from our B-state color-tuning work that also populate the A state at nondenaturing pHs (Tables 1 and S1; see Figure 2 for the critical residues in the environment). The mutations involving R96 and noncanonical amino acids were enabled by the semisynthetic reconstitution strategy of split GFP as described previously, in combination with amber suppression. Because T203, H148, and R96 in the GFP environment can stabilize the anionic chrom, any mutations at these positions that remove the hydrogen bond(s) disfavor chromophore deprotonation, which can also be achieved by negatively supercharging the β-barrel (supercharged −30, where surface residues are extensively replaced with negatively charged amino acids). The model chromophore 4-hydroxybenzylidene-1,2-dimethylimidazolinone (HBDI) in ethanol was also examined to complement the protein study.

2.2. 77 K Absorption Spectra and Color Tuning. We first focus on the absorption spectra at 77 K and the color tuning behavior of A states. Even though the A bands are rather
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**Table 1. GFP Mutation Sites Chosen for This Study to Sample the A State in a Wide Range of Protein Environments**

<table>
<thead>
<tr>
<th>mutation sites</th>
<th>amino acids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental Mutants</td>
<td>R, M</td>
</tr>
<tr>
<td>R96, T203</td>
<td>T, V, H, Y, F, 4-F, F, 4-NH2, 3-OCH3, Y</td>
</tr>
<tr>
<td>S65</td>
<td>S, T</td>
</tr>
</tbody>
</table>

Noncanonical amino acids are abbreviated as follows: 4-fluorophenylalanine is 4-F, 3,4,5,6-pentafluorophenylalanine is F, 3-methoxytyrosine is 3-OCH3, 3-(3-O-MeY), and 4-aminophenylalanine is 4-NH2 (see also Table S1).
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**Figure 1.** Canonical ESPT scheme for avGFP with spectroscopically characterized protonation states (A, B, and I states) and their structures (with T203 shown in red). The wavelengths associated with the excitation and emission (straight and curved vertical arrows, respectively) are measured at room temperature, except for the absorption maximum of the I state, which can only be identified as a small band at low temperature. Ground-state processes, including proton transfer (GSPT) and environmental reorganization, are required to reach an equilibrium among the states. The A* emission (shown with a dashed curved arrow) is largely suppressed at steady state due to efficient ESPT. T203 is not the only residue that undergoes structural change following ESPT; see Figure 4 in ref 18.

**Figure 2.** Surrounding residues of the GFP chromophore in the protonated state (A state) for avGFP, whose residue 65 is a serine. The ESPT chain is explicitly shown here. The colored residues represent those mutated in this work. Note that E222 mutants cannot be used for investigating the A state as the mutation suppresses chromophore protonation.
featureless at room temperature, a clear vibronic progression can be seen at 77 K (Figure 3A–C). Substructure can be resolved by taking the second derivative of the absorption, and the results resemble those from B states, 13 where the energy spacing (1320 ± 60 cm⁻¹) between the presumed 0−0, 0−1, and 0−2 electronic transitions agrees well with the vibrational frequency assigned to the BLA mode (Figures 3D and S2; see also Figure S23 in ref 13; an exception is the 610 cm⁻¹ spacing for neutral HBDI in ethanol; see Figure S22). Because the vibronic peaks are rather broad, the assignment to the BLA mode is not definitive and could be mixed with other normal modes with similar frequencies. On the basis of the relative intensity of these vibronic peaks, we can assert that the Huang–Rhys factors for the A states consistently fall between 1 and 2, showing spectral features similar to those of the anionic HBDI model chromophores in water/glycerol. 13

The qualitative trend of A-state color tuning follows that of the B state (Table S3): any mutation that eliminates the positive charge of R96 12−24 results in a blue-shift (see also ref 25), while mutating T203 to an aromatic residue that π−π stacks with the chromophore’s phenol moiety red-shifts the absorption maximum. This suggests that the same direction of electron flow from phenol(ate) to imidazolinone during excitation can be assigned to both protonation states. 13,26 Within the π−π stacking series, as we modulate the π-system’s electron density at position 203 from electron-deficient to electron-rich by using electron-attracting and -donating groups, respectively, a clear red-shift is observed. The corresponding color tuning range is appreciably larger for the A state than for the B state (1550 cm⁻¹ vs 650 cm⁻¹, respectively, Table S3). 13 In contrast, for neutral and anionic HBDI in various organic solvents, the color tuning range is much smaller for the former as compared to the latter (962 cm⁻¹ vs 2755 cm⁻¹, respectively). 27 As such, we see a drastic change in color tuning behaviors for the chromophore in its two protonation states, which hints at a fundamental difference in the magnitude of charge redistribution upon excitation between the A and B states. Consequently, we measured the Stark tuning rates using electronic Stark spectroscopy to uncover the A-state color tuning mechanism.

2.3. Stark Tuning Rate and Color Tuning Mechanism.
Stark spectra of the A states are dominated by the second derivative of their corresponding absorption spectra (Figure S1 and Table S4), which indicates a significant contribution from the linear Stark effect characterized by a Stark tuning rate ∆µf (where f is the local field factor, which is necessary due to the large field experienced by the chromophore as compared to the externally applied field based on the unavoidable polarization effect of the chromophore environment; see section S6 in ref 13). The largest Stark tuning rate for the A states (24 D) from various mutants is twice as large as the B-state counterpart (12 D), 13 suggesting the A-state excitation is strongly associated with charge-transfer character, and its electronic excitation energy can be more sensitive to electrostatic color tuning. The large Stark tuning rates ∆µf of the A state for some protein mutants may seem surprising at first. However, the calculated Stark tuning rates ∆µ as large as 10 D have been suggested by Filippi et al. when accounting for nearby residues in GFP using quantum mechanics/molecular mechanics (QM/MM) methods, 28 in good agreement with our experimental results because f is likely to be close to 2 (see section S6 in ref 13). As gas-phase calculations yield Stark tuning rates between 2 and 2.5 D, 7,8,29 the protein environment is indeed a crucial factor that increases the Stark tuning rate.

From the prior investigation conducted by Drobizhev et al. 14 and us, 13 it is informative to plot the absorption maximum against the Stark tuning rate for the A state to reveal how electron delocalization within the neutral chromophore is modulated by electrostatics (Figure 4A). Here, we follow our previous B-state study and plot the S65 and S65T mutants together to illustrate that the presence or absence of the methyl group does not modify the intrinsic response of the π system to the protein environment (Figure 4A and B). 23,30 It can be readily seen that the A-state correlation plot indicates larger Stark tuning rates for redder species as compared to the B-state counterpart (Figure 4B). 13

To understand this trend, as a first approximation it might seem reasonable to treat the A-state chromophore as an anionic chromophore experiencing the electric field exerted by the proton and assume that the naïve picture of a two-form resonance (P and I forms, Figure 4D), that is, interaction between two distinct resonance forms, still holds. In this picture,
the proton biases the driving force $\Delta \tilde{v}$ through electrostatics by strongly stabilizing the P form (now ground-state, GS, form after proton attachment) over the I form (now charge-transfer (CT) form, Figure 4C). The direct logical consequence is that the data points of the A-state absorption maximum versus Stark tuning rate (Figure 4A) should simply fall on the corresponding correlation line obtained from the B state in Figure 4B, contrary to what is observed for the A state. This is not at all surprising because the phenol oxygen is in fact covalently linked to the proton.

On the basis of Olsen's multiconfigurational calculation on a series of modified neutral GFP chromophores,31 there exists a third form close in energy with the CT form (Figure 4C). This form is locally excited (LE) and mixes with the CT form to yield two adiabatic states, the lower of which is the $S_1$ state. Because of the large energy gap between the CT and GS forms caused by proton stabilization, the latter stays mostly intact upon coupling and becomes the $S_0$ state. We can accordingly set up a minimal three-form model, in which the GS and LE forms are neutral with their relative energies largely unaltered across different environments, while the CT form’s energy is strongly affected by the environment due to its dipolar nature (Figure 4C). In the context of Figure 4C, the energy gap between LE and GS ($\Delta \tilde{v}_{LE} \equiv \tilde{v}_{LE} - \tilde{v}_{GS}$) is assumed to be constant, while that between the CT and LE ($\Delta \tilde{v}_{CT} \equiv \tilde{v}_{CT} - \tilde{v}_{LE}$) is the only tunable parameter by electrostatics from the environment. We expect the latter to be positive because the charge-separated CT state should be higher in energy than the neutral LE state, which we will verify later. An electronic coupling $V_0'$ is required to account for the mixing between LE and CT, and the notation is primed to distinguish it from the electronic coupling $V_0$ between the P and I forms of the B state (Figure 4D). For simplicity, we neglect the coupling between GS and the other two forms due to the large energy differences. To calculate the Stark tuning rate associated with the
Excitation, we also assign a large dipole moment $\bar{\mu}_{CT}$ with a magnitude of $\mu_{CT}$ (≡$\bar{\mu}_{CT}$) for the CT form relative to the other two forms, which possess similar yet relatively negligible electronic dipoles (vide infra). Therefore, only four essential parameters, $\Delta\overline{\nu}$, $\Delta\overline{\nu}_{LE}$, $\nu_{S}$, and $\mu_{CT}$ are required, and only $\Delta\overline{\nu}$ is influenced by the environment. Again, to avoid potential confusion, we refer to diabatic states as “forms” and the adiabatic states as “states”.

As we will elaborate later, the $S_1$ state for the chromophore in vacuo or in solvents is almost exclusively LE-like, and thus inferring the nature of LE form is possible from excited-state calculations. The LE form has been proposed as a diradicaloid structure at the methine bridge according to Olsen’s computational study. It has likewise been introduced in the context of retinal and other polyene chromophores as the $2\Delta$ state (as opposed to the $1\Delta$ state with a dominant charge-transfer character). While for the neutral all-trans polyenes, the diradicaloid structure is indeed lower in energy than the charge-separating state, the former tends to have a small oscillator strength when excited from the ground state ($1\Delta_g$ for all-trans polyenes) due to the unfavorable parity. The assignment of the diradicaloid behavior seems to be in contradiction to the large extinction coefficients for the protonated GFP chromophore observed from experiments and calculations, where the $S_0$–$S_1$ transition is consistently designated to be of $\pi-\pi^*$ character. Some of these studies offer results for us to re-examine the exact nature of the LE form.

First, consistent with our model, there is nearly no net charge transfer across the neutral GFP chromophore in vacuo upon excitation, so the corresponding LE form does not have a strong CT character and its name is thereby justified. In other words, the GS and LE forms share similar dipole moments (~5 D). Our model is flexible enough to accommodate these nontrivial dipole moments through a constant offset in dipole moments for all three forms (and three resulting states after mixing), because our observable is the difference dipole moment (i.e., Stark tuning rate) between $S_0$ and $S_1$ states. The same flexibility also analogously applies to a constant energy shift in all energy levels as we only measure the difference energy (i.e., electronic excitation energy) between $S_0$ and $S_1$. Moreover, the calculated different electron density between $S_0$ and $S_1$ states suggests localized $\pi$ electron redistribution at the rings and/or the methine bridge, which is still “locally excited” but slightly more delocalized than the diradicaloid structure would imply. Given that the GFP chromophore is two rings connected by a short methine bridge, whose symmetry is grossly different from $C_2$ for long all-trans polyenes, it is conceivable that the LE form is essentially excited at the rings (excitonic state) with a large oscillator strength, which is more similar to the heterodimeric special pair of the bacterial reaction centers (section S5) and other donor–acceptor systems with short bridge(s). This assignment with localized excitation at the rings and/or bridge rather than just at the bridge for the LE form is consistent with a large $\pi-\pi^*$ character, a high oscillator strength, and still retains its small dipole moment. However, because the corresponding resonance form is not exactly known, we will still illustrate the LE form with a diradicaloid structure in the figures to represent its locally excited and nonzwitterionic nature with this caveat in mind. As Olsen’s calculation is largely inspired by the allylic model that could imply localized radicals, the diradicaloid structure may actually represent a subset of neutral valence bond structures that allow for radical delocalization within the rings and the conundrum could likely be resolved as such. Because we aim to present a physically reasonable model that captures the global charge distribution (i.e., dipolar or not) rather than the exact wave function for each electronic state of the...
chromophore, this ambiguity is not relevant to our subsequent analysis.

By including the LE form as a third form, this model already qualitatively predicts the opposite trend from that inferred from the two-form Marcus–Hush theory that was used to describe the deprotonated B state as in ref 13: if the environment stabilizes the CT form and brings it closer in energy to the LE form, the LE form mixes more strongly with the CT form and leads to a decrease in electronic excitation energy and a larger dipolar character for $S_1$ (Figure 5). The quantitative correlation of the Stark tuning rate $\Delta f/\mu$ and absorption maximum $\Delta \nu_{abs}$ can be deduced as (section S4):

$$\Delta \nu_{abs} = \Delta \nu_{LE} - V_0 \sqrt{\frac{2f/\mu}{\mu_{CT}} \left(1 - \left(\frac{2f/\mu}{\mu_{CT}} - 1\right)^2\right)}$$

(1)

The vibronic shift between 0−0 electronic excitation energy and absorption maximum (0−1 transition) is absorbed by the $\Delta \nu_{LE}$, so the use of either observable for $\Delta \nu_{abs}$ would not affect the parameters in the second term on the right of eq 1 because the shift is roughly constant (Figures 3D and S2). The absorption maximum is chosen to facilitate comparison between 77 K and room-temperature spectra, for which the vibronic features are poorly resolved (Figure 3C). Using this equation, we obtain an excellent fit to the data in Figure 4A, and we can thus determine $\Delta \nu_{LE}, V_{LE}'$, and $f\mu_{CT}$ to be 27 300 ± 100 cm$^{-1}$, 4710 ± 50 cm$^{-1}$, and 80 ± 4 D, respectively. For reference, the corresponding correlation for the anionic chromophore derived from the two-form model (Figure 4D) is

$$\Delta \nu_{abs} = \frac{2V_0}{\sqrt{1 - \left(\frac{f/\mu}{f\mu_{CT}}\right)^2}}$$

(2)

which is exactly eq 2 in ref 13 and to which the data in Figure 4B are fit.

From eq 1, $\Delta \nu_{LE}$ corresponding to 366 nm, is the predicted bluest possible absorption maximum through electrostatic color tuning of the neutral chromophore. The bluest absorption maximum among our protein mutants is 384 nm (from R96M); however, studies of neutral HBDI absorption in various solvents from Tolbert and colleagues show a tight range of absorption maxima between 360 and 373 nm, which is comparable with our prediction. $V_0'$ is about one-half of $V_0$, between the P and I forms of the B state (9620 cm$^{-1}$, Figure 4B), while $\mu_{CT}$ is roughly 3 times as large as the intrinsic dipole moment difference $\Delta \mu_{CT}$ between the P and I forms of the B state (26 D). If $f$ is approximately 2 as suggested by comparing previous experiments from us and Drobnitz et al. (section S6 in ref 13), $\mu_{CT}$ corresponds to two opposite elementary charges with a separation distance of 8.3 Å for the CT form, which closely matches the actual O−O distance of the chromophore (8.7 Å). This suggests that the CT form is indeed fully charge-separated, as opposed to the smaller $\mu_{CT}$ from the B state, which is due to strong electron delocalization (section S9 in ref 13). The corresponding $\Delta \mu_{CT}$ for each environment is also estimated via eq S5 (Table S4) and shows that the CT form is always higher in energy than is the LE form, which justifies our aforementioned claim.

It is interesting that the solvatochromism of the neutral HBDI never recapitulates the color range observed from the protein mutants, unlike the anionic counterpart. Because the absorption maxima in solvents are all close to $\Delta \nu_{LE}$, our model suggests that solvents are much less effective at stabilizing the dipolar CT form than is the GFP environment. This results in a consistently large energy gap $\Delta \nu_{CT}$ between CT and LE in the solvents (>2V$^*_0$), which leads to minimal CT and LE mixing, so no appreciable solvatochromic shift is observed (Figure S5, left). This is not surprising because the organization of solvent molecules maximally stabilizes the GS form and is unable to simultaneously solvate the CT form with a significantly larger dipole moment. On the other hand, the GFP environments are preorganized and can better stabilize the CT form via R96 and electron-donating residues at the 203 position, which brings the CT form close to the LE form and leads to substantial mixing that results in a much wider range of absorption maxima (Figure S5, right). This reconciliation suggests that one should be cautious when extrapolating the color tuning behavior from solvatochromic studies on the absorption of dyes to proteins.

While the neutral HBDI has a weak solvatochromism for absorption, if the CT form is indeed present and closely coupled to the LE form, the ability for polar solvents to reorganize and stabilize the CT form should impart HBDI with strong solvatochromism for emission (solvatofluorochromism). This is in fact not that easy to test, because HBDI in solutions are fraught with side photoreactions such as photoisomerization and, to a much lesser extent, ESPT. However, for neutral HBDI analogues that suppress these side reactions, solvatofluorochromism ranges as wide as 95 nm (~3700 cm$^{-1}$) have been observed. In contrast, absorption and emission maxima for GFP mutants that allow for significant $\Pi^*$ emission by disrupting the ESPT chain (e.g., S205V, T203V/S205A, and deGFPs) are all fairly close to 400 and 460 nm, respectively, which could be due to the limited sampling of protein environments and/or the relatively poor ability for protein environments to reorganize as compared to simple solvents.

As discussed in detail in ref 13, the color tuning of the B state is achieved by modulating the driving force between the P and I forms (Figure 4D), while we now see that color tuning of the A state is done through changing the relative energies between the CT and LE forms (Figure 4C). Given the same direction of the difference dipoles $\mu_{CT}$ and $\Delta \mu_{CT}$ between the corresponding underlying diabatic states for the A and B states, respectively, we can explain why both states show the same qualitative color tuning trends in various protein environments (Figure 4C and D), as noted in section 2.2. However, due to the dissimilar mechanisms between a two- and three-form model for B and A states, while the B state shows the reddest possible absorption maximum ($2V_0'$) for electrostatic color tuning, the A state possesses the bluest possible absorption maximum ($\Delta \mu_{CT}$) instead (Figure 4A and B). Therefore, as opposed to the common belief generalized from solvent studies, we conclude that the A state’s color can be more easily tunable in the protein environment than can the B state, as was illustrated previously by the $\pi-\pi$ stacking series in section 2.2. A correlation plot between the A and B state maxima from protein mutants can also attest this trend (Figure S4), in which the only violations can be found when comparing T203 and T203Y mutants. The T203Y mutation is a frequently invoked example for demonstrating the insensitivity of the A-state color to environmental changes, a common notion derived from solvatochromic studies, because T203Y red-shifts the B state by 1400 cm$^{-1}$ while leaving the A state relatively unaffected (red-shift by 375 cm$^{-1}$). However, there is an important rotameric difference in T203 when interacting with the neutral and anionic chromophores (Figure
1). Specifically, while there is a drastic change in the environment from hydrogen bonding to \( \pi-\pi \) stacking for the B-state chromophore when T203 is replaced with tyrosine, the corresponding environmental change for the A-state chromophore is much less significant because the hydrogen bond is no longer present to begin with (as in the T203V mutant). Therefore, the situations are not entirely comparable, and we cannot conclude the lack of color tunability for the A state on the basis of this example. In other words, inferring the intrinsic color tunability between the two protonation states from color shifts is only valid when both states are embedded in the same exact environments (Figure S5). Of course, this is also not possible in solvents as solvent molecules reorganize to accommodate different protonation states.

From our explanations of A and B state color tuning, we can now discern the (de)stabilizing characteristics of specific interactions to link structure to energetics. Specifically, because T203 stabilizes the P form and destabilizes the CT form, while R96 prefers both I and CT I forms and CT form, we can conclude that hydrogen bonds tend to stabilize anions but destabilize cations. In contrast, \( \pi-\pi \) stacking on the phenol(ate) moiety selectively destabilizes the P form over the I form and stabilizes the CT form, which shows a tendency of the \( \pi \) system to interact more favorably with cations. This observation casts doubt on the early assertion that the redder color for yellow fluorescent protein from wild-type GFP through the mutation of T203Y is achieved by the polarizability of the \( \pi \) system, \(^{55,56}\) because a polarizable electronic system should be able to accommodate both cations and anions via redistribution of its electrons accordingly. Instead, it is the electron-rich nature of the \( \pi \) system that results in the overall stabilization of cations, which rationalizes the prevalence of cation over anion in \( \pi \) interactions in protein structures; \(^{37,38}\) also partially due to the lack of naturally occurring amino acids bearing electron-deficient aromatic side chains such as F, T, \(^{39}\) It is also satisfying to see that we are able to treat these interactions on an equal footing through models of electrostatic color tuning demonstrated in Figure 4A and B. \(^{60-62}\)

2.4. Photoacidity. The color tuning behaviors and Stark tuning rates of neutral and anionic chromophores have profound implications on the photoacidity of the A state chromophore. According to the Förster cycle, \(^{47}\) the difference in \( \Delta pK_a \) between the excited and ground states of the protonated chromophore (\( \Delta pK_a = pK_a^* - pK_a \)) can be readily estimated from the Stokes shift after ESPT from A state excitation, if we assume the entropy change is the same for ground- and excited-state protonation of the corresponding anionic species (I and I*, Figure 6).

Therefore, any color tuning of the deprotonated and protonated states caused by the environment directly determines how the environment modulates \( \Delta pK_a \). In other words, both electron redistribution during excitation and emission before and after ESPT, respectively, can be driving forces for promoting excited-state deprotonation. \(^{15}\) Because we know from section 2.2 that the excitation of both protonation states leads to an electron flow from the phenol(ate) to the imidazolinone moiety, electron redistribution upon excitation of both states works in the same direction to aid the photoacidity (Figure 6). Specifically, inferred from the electron flows, the excited-state protonated chromophore (A*) is a stronger acid than the ground-state counterpart (A), and the excited-state deprotonated chromophore (I*) is a weaker base than the ground-state counterpart (I). Note that we approximate the emission of the I* state as the reverse of its absorption process, because the anionic chromophore is known to exhibit a small Stokes shift. \(^5\) On the basis of the measured magnitudes of Stark tuning rates, the intramolecular electron flow for the protonated state in the redder mutants (e.g., T203OMeY) is nearly the only contributor to the photoacidity due to its much larger Stark tuning rate than the I-state counterpart, while for bluer mutants such as R96M, electron flow for the I state is dominant (Figure 4A and B). Because the protein environment is more capable of red-shifting the color of the protonated than is the deprotonated chromophore (section 2.3), the Stokes shift is decreased and the \( \Delta pK_a \) becomes less negative for redder mutants. Consequently, to render the protonated GFP chromophore a better photoacid, one should follow the same strategy as blue-shifting the chromophore, by designing hydrogen-bonding groups that interact with the phenol oxygen or attaching electron-withdrawing groups to the phenol moiety, the latter of which echoes Fang and Solntsev’s recent work on ESPT of GFP model chromophores. \(^10\) However, the ground-state \( pK_a \) itself is not correlated with color when modulated by electrostatics as we previously argued (see sections S7 and S8 in ref 13). Specifically, as the chromophore deprotonation involves a net charge loss, while color tuning only relates to the electronic redistribution across the chromophore with an intact overall charge, the \( pK_a \) and the color of the chromophore are governed by electrostatic potentials and projected electric fields (gradients of potentials) exerted by the environment, respectively. These two electrostatic quantities are not necessarily correlated with each other. However, because \( \Delta pK_a \) entails the difference in energetics of the two deprotonation processes, the net charge changes associated with them are balanced out, and the resulting response to the environment can be understood simply through color tuning, as the Förster cycle indicates. Also note that, in addition to the strong photoacidity, the chromophore has to be somewhat buried and interacts with a terminal proton acceptor through a well-positioned hydrogen-bond network for ESPT to occur in proteins.

3. CONCLUSIONS

Through extensive mutational studies and electronic Stark spectroscopy, we have elucidated the electrostatic color tuning behavior of the protonated GFP chromophore using a simple three-form model, which is surprisingly different from yet not much more sophisticated than the two-form model for the deprotonated chromophore. In particular, after the anionic chromophore is protonated, while the electron flow direction from phenol(ate) to imidazolinone upon excitation is retained, the ease of color tuning in response to environmental
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**Figure 6.** Scheme for proton and electron flow in the Förster cycle of GFP in the A state (Figure 1). Electron redistribution serves as a driving force for ESPT and photoacidity.
electrostatics is drastically changed due to the difference in relative energetics of the diabatic forms. This difference not only allows us to better understand the solvatochromism of the GFP model chromophores, but also offers a strategy for increasing the GFP chromophore’s photoacidity through electrostatic modulation. This work showcases the correlation plot between Stark tuning rates and absorption energies as a powerful tool for characterizing excited-state electronic structures and the underlying color tuning mechanisms for dyes, and also the electrostatic role of the environment in which they are embedded.

The three-form model is not only limited to the protonated GFP chromophore but can likely be also applied to donor–acceptor dyes with strongly asymmetric characters and narrow solvatochromic ranges for absorption,64−66 which would be two contradictory properties if the two-form model were invoked.69,70 In those cases, the corresponding CT forms are activated excited-state electron transfer can occur instead.71,72 Intriguingly, these dyes also tend to exhibit strong solvatochromism as expected from the model. As another notable biological example, heterodimeric special pairs of bacterial photosynthetic reaction centers, in which one of the bacteriochlorophylls has been replaced with bacteriopheophytin,73 also obey the same color tuning mechanism (section S5). It could be informative to re-examine the validity of the two-form model with donor–acceptor systems with relatively localized ground-state electronic distributions.
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S1  Sample Preparation

Plasmid Construction

The logic of GFP plasmid design followed our previous works on Superfolder GFPS [1][2]. Point mutations were made using the QuikChange Lightning Site-Directed Mutagenesis Kit (Agilent) according to the manufacturer’s protocol. The residue numbering scheme follows GFPS without circular permutation. Supercharged GFP -30 gene in pET-29 was generously provided by the David Liu Lab at Harvard University [3] and used without further modification.

GFP Constructs in This Study

We adopted the nomenclature devised for split GFP circular permutants in our previous works [4]. Labels describe elements (separated by colons) of GFP progressing from the N terminus to the C terminus when read from left to right. Specific β-strands in the GFP β-barrel are denoted sX, where X is the number of the strand of interest, while the internal helix is denoted ih. Loop refers to a sacrificial loop with proteolytic cleavage sites. GFP refers to the remainder of the protein. A strike through an element indicates that the element has been removed. Synthetic elements are underlined. A dot is used to indicate a noncovalent interaction. For example, s10(203F) · s10:loop:GFP denotes a synthetic β-s10 carrying the mutation T203F noncovalently bound to circularly permuted GFP with its original N-terminal s10 and loop removed.

Table S1. GFP constructs in this study, forming a subset of those characterized in our previous work [2]. The following entries were colored based on their parent circular permutants. The parent proteins for the colors orange, pink, and green are s10:loop:GFP, ih:GFP, and ih:loop:GFP, respectively. Red letters denote non-wild-type amino acids, and superscript “mat” indicates an internal helix with a matured chromophore. To facilitate readability, the mutation carried by the synthetic strand is enclosed by parentheses rather than superscripted as in our previous publications.

<table>
<thead>
<tr>
<th>GFP Constructs</th>
<th>ih</th>
<th>s4</th>
<th>s7</th>
<th>s10</th>
<th>s11</th>
</tr>
</thead>
<tbody>
<tr>
<td>s10:loop:GFP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>66</td>
<td>96</td>
<td>148</td>
<td>203</td>
</tr>
<tr>
<td>s10:loop:GFP T203V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>66</td>
<td>96</td>
<td>148</td>
<td>203</td>
</tr>
<tr>
<td>s10:loop:GFP T203Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>66</td>
<td>96</td>
<td>148</td>
<td>203</td>
</tr>
</tbody>
</table>

T
DNA and Amino Acid Sequences

The sequences have been described in our previous work [2] in detail.

Synthetic Peptide Design

Peptides were designed to match native s10 of s10:loop:GFP and were synthesized by Elim Biopharmaceuticals.

s10(203F): LDPNHYLSFQTVLSKDPNE

s10(203(4-F1F)): LDPNHYLS (4-F1F) QTVPNSKDPNE

s10(203(F5F)): LDPNHYLS (F5F) QTVPNSKDPNE

s10(203(4-NH2F)): LDPNHYLS (4-NH2F) QTVPNSKDPNE

Semi-synthetic Method for Split GFPs

The protocol has been described in our previous work [2] in detail, including the subsequent purification and characterization.

Sample Preparation for 77 K Absorption and Electronic Stark Spectroscopy

Glass forming solvents, such as ethanol or a 1:1 mixture of glycerol and aqueous buffer, are required for low-temperature electronic Stark spectroscopy experiments. The concentrated samples were mixed with an equal volume of glycerol (Fisher, CAS 56-81-
5) right before Stark measurements. The final sample concentrations for Stark spectroscopy were checked with a NanoDrop spectrometer (ND-1000 Spectrometer; NanoDrop) to ensure a maximum absorbance of 0.2 – 0.9 for a 25 μm path length, the optimum OD for good signal-to-noise ratio in low temperature absorption.
S2 Spectroscopic Methods

UV–Vis Absorption Measurements

UV–Vis absorption spectra at room temperature were all measured with a PerkinElmer Lambda 25 UV–Vis spectrometer and a 1 mL quartz cuvette. Data acquisition was performed every 1.0 nm at a maximum scan rate of 480 nm/min.

Low-Temperature (77 K) Absorption Measurements and Electronic Stark Spectroscopy

The detailed method has been reviewed in our previous works [2][5]. The cell consisted of a pair of 12.7 mm diameter by 1 mm thick fused silica windows (FOCtek Photonics, Inc.) deposited with 45 Å of nickel on the surfaces facing the sample. The windows were separated by a pair of 27-micron thick Teflon spacers and held in place with a metal clamp and four adjustable screws. The interference fringes were optimized under a fluorescent lamp, and the path length was determined by the undulations in UV–Vis absorption from 500 – 1100 nm. The path length was then used to calculate the electric field strength applied during the measurement knowing the applied voltage. The Stark cell was mounted onto a home-built rod with electrical wires and alligator clips attached to the nickel electrodes. The whole apparatus was insulated with electrical tape, and a sample (at most 10 μL) was loaded into the cell by capillary uptake. The whole rod was then rapidly plunged into an immersion cryostat [6] pre-filled with liquid nitrogen to allow the sample to form a transparent glass upon flash freezing. Protein samples with glycerol were centrifuged at 17000 rcf for at least 40 min prior to sample loading.

The custom-built spectrometer could be switched between Stark spectroscopy and absorption modes with the latter dual-beamed. For Stark spectroscopy, the sinusoidal high voltage signal was generated from the sample channel of a lock-in amplifier (SR830; Stanford Research) with a frequency of 203 Hz, amplified 1000-fold via a high-voltage power supply (TREK 10/10; TREK), and the voltage was applied through the rod onto the sample. The root-mean-square voltage ($V_{rms}$) applied before dielectric breakdown can range from 0.6 – 3.0 kV, which amounts to a peak external field strength $F_{ext}$ of 0.3 – 1.6
MV/cm given the sample thickness. The $X$ and $Y$ components of Stark signal $\Delta I$ were detected at the second harmonic of the applied field. The direct output voltage $I$ was also simultaneously recorded. The Stark spectra were then obtained from the ratio: $\Delta A = \frac{2\sqrt{2}}{\ln 10} \frac{\Delta I}{I}$ as a function of the scanning wavelengths [5]. A wavelength scan rate of 0.3 nm/s and a time constant of 300 ms were chosen. The polarized probe light was set to be horizontal, and depolarization along the beam path was carefully checked. $\chi$ angles between the applied electric field and the polarization of the probe light at 90°, 70°, and 50° were sampled at each applied field strength with an increment of 0.3 kV in $V_{rms}$ to ensure a complete data set.

For absorption spectroscopy, the sample channel was reconfigured by replacing the polarizer with another beam chopper, and the reference channel was employed. The magnitudes of output signals were detected at the first harmonic of the chopper modulation frequency (3029 Hz). The scanning rate and time constant were set to match those of the Stark measurements. The blank sample was prepared by carefully blowing the Stark sample out of the cell with air and then loading the cell with a 1:1 buffer and glycerol mixture (or ethanol). The absorbance $A$ was determined at normal incidence with an absolute uncertainty around ±0.01. The final absorbance was obtained by averaging over three to four scans for each sample. LabView programs were used to facilitate data collection in both modes. Undulation can be occasionally seen in the baseline at the red-edge of the absorption spectra due to light interference between two windows of the sample cell.

**Stark Spectroscopy Data Analysis**

All Stark spectra $\Delta A$ are shown with their corresponding absorbance $A$ normalized. $\Delta A$ are also scaled to 1 MV/cm with $\chi = 90^\circ$ according to their proportionality to $(F_{ext})^2$, where $\chi$ is the angle between probe light polarization and field direction. The Stark spectra (as functions of wavenumbers $\bar{\nu}$) were analyzed as linear combinations of wavenumber-weighted zeroth, first, and second derivatives of the absorbance spectra with coefficients $A_{\chi}$, $B_{\chi}$, and $C_{\chi}$ as functions of $\chi$, respectively, to extract the apparent Stark tuning rates.
\( \Delta \mu_{app} = |\Delta \vec{\mu}_{app}| \) and the measured angles \( \zeta \) between difference dipoles and transition dipoles [5]:

\[
\Delta A(\vec{v}, F_{ext}) = A(\vec{v}, F_{ext}) - A(\vec{v}, F_{ext} = 0)
= (F_{ext})^2 \left[ A_x A(\vec{v}) + \frac{B_x}{15hc} \vec{v} \cdot \frac{d}{d\vec{v}} \left( \frac{A(\vec{v})}{\vec{v}} \right) + \frac{C_x}{30h^2c^2} \vec{v} \cdot \frac{d^2}{d\vec{v}^2} \left( \frac{A(\vec{v})}{\vec{v}} \right) \right]
\tag{S1}
\]

and

\[
C_x = (\Delta \mu_{app})^2 \left[ 5 + (3 \cos^2 \chi - 1)(3 \cos^2 \zeta - 1) \right]
\tag{S2}
\]

where \( F_{ext} \) is the strength of the externally applied field through the parallel-plate capacitor. The magnitude of a vector quantity is denoted by dropping the vector notation. The data was processed by the MATLAB code kindly provided by Professor Robert Stanley at Temple University [7]. Simultaneous fitting of \( \Delta A \) and \( A \) at \( \chi = 90^\circ, 70^\circ, \) and \( 50^\circ \) were performed with a minimal number of Gaussian components and their analytical derivatives to model the vibronic progression and effectively smooth the absorbance spectra. No real physical meaning is associated with the individual peak positions of these fit Gaussians, and any attempt to do so should be treated with great caution. One set of electro-optical parameters (\( \Delta \mu_{app}, \zeta, A_x, \) and \( B_x \)) was first assigned to recapitulate the transition with the dominant Stark effect. More bands were employed only if the result from the one-band fit was unsatisfactory (Section S5). Due to the dominant contribution from \( \Delta \mu_{app} \), no attempt was done to isolate the difference polarizabilities \( \Delta \alpha \) from \( B_x \). The uncertainties in \( \Delta \mu_{app} \) from both fitting and duplicates amounted to \( \pm 5\% \), while those in \( \zeta \) were \( \pm 5^\circ \), unless the bands were too small (\( A < 0.1 \)) to be properly analyzed. Throughout this study, \( \Delta \mu_{app} \) was treated as the product of the true difference dipole moment of the chromophore \( \Delta \mu \) and the local field factor \( f \), with the latter assumed to be a constant scalar across different environments. The necessity of including \( f \) reflects our lack of certainty over the magnitude of the local field sensed by the chromophore [5] (see also Section S6 in [2]).
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(2) ih^{mut}(65T) \cdot ih^0:GFP
R96M
pH 10.0

(8) ih:GFP S65T
pH 5.0

(10) supercharged -30°
pH 10.0

(12) s10(203F,F) \cdot s10:deep:GFP
S65T
pH 8.0

(13) s10:loop:GFP S65T T203V
pH 10.0

(14) s10:loop:GFP S65T T203H
pH 10.0

$\Delta \mu / |\Delta \mu| = 6.1 \text{ D}$
$\zeta = 30°$

$\Delta \mu / |\Delta \mu| = 11.0 \text{ D}$
$\zeta = 26°$

$\Delta \mu / |\Delta \mu| = 10.6 \text{ D}$
$\zeta = 27°$

$\Delta \mu / |\Delta \mu| = 11.0 \text{ D}$
$\zeta = 26°$

$\Delta \mu / |\Delta \mu| = 10.6 \text{ D}$
$\zeta = 28°$

$\Delta \mu / |\Delta \mu| = 12.4 \text{ D}$
$\zeta = 32°$

$\Delta \mu / |\Delta \mu| = 13.4 \text{ D}$
$\zeta = 29°$
Figure S1. The classical sum-of-derivative analysis for 77 K UV–Vis absorption and Stark spectra, which are dominated by second-derivative lineshapes (Figure S2). The corresponding B-state analysis can be found in Figure S10 of [2]. The panels are numbered and listed according to Table S4. The absorption spectra are normalized to 1 at the maximum absorbance in 18000 – 30000 cm\(^{-1}\) and are magnified if the corresponding normalized absorbance for A state is less than 0.3. The Stark spectra are measured at $\chi = 90^\circ$ and scaled to 1 MV/cm to facilitate comparison. The color scheme of fit lines and data, as shown in panel 10, is consistent throughout the figure. Solid lines represent the band of interest (the neutral state), for which the measured Stark tuning rate ($\pm5\%$) and the $\zeta$ angle ($\pm5^\circ$) is noted, while dashed lines in panel 2 represent other absorption bands that require simultaneous fitting to extract out electro-optic parameters from the higher energy band. In most cases, in which either only one dominant band or sufficient spectral separation between bands is observed, assigning one set of electro-optic parameters with occasionally a limited spectral range is preferred, even when two bands with distinct origins (such as A and B states) share similar Stark parameters (panel 20). An extra set of electro-optic parameters is only considered when the fit demands such a scenario due to significant overlap of two bands with different Stark tuning rates (panel 2). Due to less sharp vibronic features of A band compared to B band, the A-state
Stark signals are much less significant than the B-state counterparts and tend to be buried when both bands overlap.
The Three-Form Coupling Model for Protonated GFP Chromophore

In this section, we present a detailed derivation for the relation between Stark tuning rate and absorption maximum for the neutral GFP chromophore from the three-form model (Figure 4C), which is based on Olsen’s multi-configurational calculation [8]. Even though the model contains three forms, it is effectively a two-form model since the GS form is decoupled from the other two forms by assumption due to the relatively large energy gap. By setting the energy difference between the LE and GS forms to be \(\Delta \bar{\nu}_{LE} \equiv \bar{\nu}_{LE} - \bar{\nu}_{GS}\) and that between the CT and LE forms to be \(\Delta \bar{\nu} \equiv \bar{\nu}_{CT} - \bar{\nu}_{LE}\) (see Figure 4C in main text), we can write down the potential energy matrix to describe the coupling between the LE and CT forms:

\[
V = \begin{pmatrix}
\Delta \bar{\nu}_{LE} & V_0' \\
V_0' & \Delta \bar{\nu}_{LE} + \Delta \bar{\nu}
\end{pmatrix}
\] (S3)

where \(V_0'\) is the associated electronic coupling and the diagonal element are the energies for the LE and CT forms from the GS form. We do not include vibrational degrees of freedom in contrast to our previous B-state color tuning model [2]; this is justified below. The relative energies for the resulting two excited adiabatic states with respect to the GS form can be solved by diagonalizing Equation S3 and are:

\[
\Delta \bar{\nu}_{1,2} = \Delta \bar{\nu}_{LE} + \frac{\Delta \bar{\nu}}{2} \pm \frac{\sqrt{\Delta \bar{\nu}^2 + 4V_0'^2}}{2}
\] (S4)

the lower of which is the absorption energy from the \(S_0\) to \(S_1\) state:

\[
\bar{\nu}_{abs} = \Delta \bar{\nu}_{LE} + \frac{\Delta \bar{\nu}}{2} - \frac{\sqrt{\Delta \bar{\nu}^2 + 4V_0'^2}}{2}
\] (S5)

Therefore, when \(\Delta \bar{\nu}\) is much larger than \(2V_0'\), no appreciable mixing between the two states is expected, and \(\bar{\nu}_{abs}\) approaches \(\Delta \bar{\nu}_{LE}\) as the bluest possible absorption for the neutral GFP chromophore. As \(\Delta \bar{\nu}\) becomes smaller or more negative, the coupling lowers the LE form’s energy and red shifts the absorption (Figure 5). It does not matter whether we use the 0–0 electronic excitation energy or the absorption maximum (which is technically 0–1 excitation energy) as \(\bar{\nu}_{abs}\), since it should only differ by a constant frequency (Figure 3D), which is absorbed by \(\Delta \bar{\nu}_{LE}\) and justifies why we neglect the energy offset. After mixing between the CT and LE forms, the \(S_1\) state inherits some dipolar character from the CT form, which carries a dipole moment of \(\mu_{CT}\). Since the GS form has
a much smaller dipole moment than the CT form, the Stark tuning rate $\Delta \mu$ associated with the absorption becomes:

$$
\Delta \mu = \left( \frac{1}{2} - \frac{\Delta \bar{v}}{2\sqrt{\Delta \bar{v}^2 + 4V_0'^2}} \right) \mu_{CT}
$$

(S6)

(cf. Equation 2 in the main text). When $\Delta \bar{v}$ is much larger than $2V_0'$, the Stark tuning rate becomes zero because the $S_1$ state exists purely as the neutral LE form (Figure 5). The fact that zero Stark tuning rate corresponds to the bluest possible absorption for the neutral chromophore is not a mere coincidence, as discussed below. Since $\Delta \bar{v}$ is not an observable and assumed to be the only quantity that can be modulated by the chromophore’s environment through electrostatic interactions, as developed in detail for the driving force in the Marcus–Hush model for the B state [2], we can combine Equations S5 and S6 by eliminating $\Delta \bar{v}$ to obtain the correlation between $\bar{v}_{abs}$ and $\Delta \mu$:

$$
\bar{v}_{abs} = \Delta \bar{v}_{LE} - V_0' \left( \frac{\Delta \mu}{\mu_{CT}} \right) \sqrt{1 - (2\Delta \mu/\mu_{CT} - 1)^2}
$$

(S7)

Note that we include the local field factor $f$ in the corresponding equation in the main text (Equation 1) to emphasize the fact that all experimentally determined dipole moments are associated with $f$ due to environmental polarization in response to the externally applied field.

In addition to allowing us to extract parameters for a specific model from the correlation plot of absorption maxima and Stark tuning rates for various mutants, we advocate that the correlation plot is a useful strategy for understanding a chromophore’s electrostatic color tuning behavior even if the underlying model is unknown. The Stark tuning rate is the linear response of the chromophore’s color to the effective electric field $\vec{F}$ experienced by the chromophore:

$$
\Delta \mu = \left| \frac{\partial \bar{v}_{abs}}{\partial \vec{F}} \right|
$$

(S8)

which is a derivative of $\bar{v}_{abs}$ with respect to $\vec{F}$. By plotting $\bar{v}_{abs}$ against $\Delta \mu$ for one-dimensional systems, we can in principle capture the behavior of the function $\bar{v}_{abs}(\vec{F})$ without knowing the function itself explicitly. This is in fact a widely used strategy in different contexts. For instance, in classical Hamiltonian mechanics, it is useful to plot the
velocity (which is the time derivative of the position) of a particle against its position to illustrate the phase space trajectory and analyze the dynamical information without directly solving the equation of motion [9]. Similarly, when encountering a nonlinear ordinary differential equation (ODE) of a function \( y(t) \) that is not analytically solvable, a plot with \( \frac{dy}{dt} \) against \( y \) itself, known as the phase portrait, is an invaluable tool to understand the dynamical behavior of the ODE, especially in terms of fixed points, flows, and limit cycles [10]. In the case of electrostatic color tuning, \( y \) is \( \tilde{\nu}_{abs} \), while the external field plays the role of time. Therefore, the correlation curve between \( \tilde{\nu}_{abs} \) and \( \Delta \mu \) can serve as a calibration curve for electrostatic color tuning for a specific chromophore.

Furthermore, fixed points, defined as \( y \) at which \( \frac{dy}{dt} = 0 \), correspond to the extremal values of \( y(t) \). Analogously, even if the function \( \tilde{\nu}_{abs}(\vec{F}) \) that encodes all information of electrostatic color tuning of a given chromophore is unknown, we can still figure out where the reddest or bluest possible absorption maximum is by knowing where \( \Delta \mu = 0 \) occurs, which is in fact the fixed point(s). Whether it is the reddest or bluest can be readily determined from the correlation plot itself: if \( \Delta \mu \) is a decreasing or increasing function of \( \tilde{\nu}_{abs} \), the fixed point corresponds to the bluest or reddest possible absorption maximum as for the neutral and anionic GFP chromophore [2], respectively.

The aforementioned analysis is only strictly applicable to one-dimensional systems (and two-form systems from the perspective of the minimal Hilbert space for diabatic states) since the direction of \( \Delta \tilde{\mu} \) stays the same (or at most 180° flipped) across mutants. The direct consequence of being one-dimensional is that the correlation plots are monotonic and environmental effects from any combinations of mutations can be completely captured by the relative energy between the two underlying forms (i.e. driving forces \( \Delta \tilde{\nu} \)). Therefore, the magnitude of \( \Delta \tilde{\mu} \) from each mutant is sufficient to encompass all electro-optic properties and can be readily measured through electronic Stark spectroscopy. The correlation plot for red fluorescent proteins, on the other hand, fails to show the simple monotonic trend [11], suggesting the necessity of incorporating at least one more coupled form likely due to the additional acylimine tail from the GFP chromophore [12][13]. Since at least three energetically close forms with noncolinear charge distributions are involved, the direction of \( \Delta \tilde{\mu} \) likely changes across mutants and
is sensitive to the direction of the electric field exerted by the protein environment. In other
words, the effects of mutations can no longer be encoded by only one driving force, so
presumably one has to determine both $x$ and $y$ components of $\Delta \mu$ for each mutant
(assuming the $z$ axis is normal to the chromophore plane) in order to conduct the same
analysis. That is to say, a correlation plot with data points of $(\Delta \mu_x, \Delta \mu_y, \bar{\nu}_{abs})$ is required to
evaluate multiple driving forces and electronic couplings between the forms [14] and
understand the electrostatic color tuning behavior for non-one-dimensional systems, such
as porphyrins, chlorins, and bacteriochlorins [15][16].
**Analogy with Special Pair in Bacterial Photosynthetic Reaction Center**

As a side note of interest in the spectroscopy of photobiological systems, it is intriguing to draw an analogy between the GFP chromophore and special pair P (i.e. bacteriochlorophyll dimer BChl$_2$) in the *Rhodobacter sphaeroides* photosynthetic reaction center with regards to color tuning and charge transfer. In particular, the B-state GFP chromophore resembles the oxidized P (P$^+$) and both chromophores can both be treated as mixed-valence systems since the electron and hole are strongly delocalized within the chromophores, respectively [17]. On the other hand, owing to the large energetic asymmetry between the two interacting moieties within the chromophore, the A state is more similar to a heterodimer D, which is formed by selectively replacing one of the BChls with a bacteriopheophytin (BPhe): both have a CT form (phenol$^+$imidazolinone$^-$ or BChl$^+$BPhe$^-$) close in energy to an LE-type form (or an exciton state) that can be excited from the ground state [18]. An obvious difference, however, between the special pair (P$^+$ and D) and the GFP chromophore (A and B states) is that the electronic coupling between the two rings of the latter is an order of magnitude larger than that for the former due to the direct $\pi$ conjugation. For the charged states P$^+$ and B, $V_0$ is approximately 1000 cm$^{-1}$ [17] and 9500 cm$^{-1}$ [2], respectively; for the neutral states D and A, $V_0'$ is approximately 500 cm$^{-1}$ [18] and 5000 cm$^{-1}$, respectively. Following this analogy, it might be possible to understand why the redder A bands tend to be broader through the Fano theory [19], in which a broadened absorption band is caused by a decrease in excited lifetime of the LE form by virtue of coupling to the CT form (homogeneous broadening) [18]. It could also be explained by more significant inhomogeneous broadening from the environmental electric field distribution experienced by the chromophore with a larger Stark tuning rate, as explicated by Drobizhev et al. [20] and our previous work [2].
Figure S2. Method for estimating the difference between 0–0 and 0–1 transitions using the second derivative of 77 K absorption spectra (Figures 3A and 3B) of protonated GFP mutants and HBDI. 0–0 and 0–1 energies are assigned from the negative peak positions; this difference corresponds to the BLA and other possible normal modes with similar frequencies for GFP mutants (Figure 3D). The color coding follows that of Figures 3A and 3B. For HBDI in ethanol, the frequency spacings are about half of those from GFP mutants, suggesting that the 0–2 feature assigned in the figure could also correspond to a 0–1 transition as in protein mutants, while the 0–1 feature results from another vibrational mode that is more vibronically coupled in ethanol than in the GFP environment. Interestingly, this additional feature is not seen for the anionic HBDI in ethanol (Figure S24 in [2]). The redder features from S65T R96M GFP correspond to the B and I bands [2], which are also observed in the absorption spectrum (Figure 3B).
Figure S3. Correlation between the absorption maximum and Stark tuning rate for GFP mutants and HBDI in the (A) A and (B) B states at 77 K. This figure is reproduced from Figure 4 to include numerical labels defined in Table S4.
Figure S4. Correlation plot between the B state 0–0 energy (which is approximately the absorption maximum [2]) and A state absorption maximum for GFP mutants and HBDI in ethanol (Table S3). The data points are labeled with the identities of residue 203, and additional mutations are noted in the parentheses. The overall trend shows a positive correlation of these two quantities, but is not even roughly linear for the following reasons. First, from the color tuning mechanisms discussed in Figure 4, it is easier to tune the A state for redder mutants while the B state is more tunable when blue. Second, there are significant hydrogen bonding network rearrangement in the vicinity of the chromophore between A and B states, especially for mutants with S65, T203, or V203 [21] or HBDI in ethanol. This causes an extra stabilization in the P form of the B state, leading to a bluer B state absorption than expected and deviating from the trend of S65T π–π stacking series (red box), for which no significant structural rearrangement should occur. Given the nonlinearity of the absorption maximum to electrostatics (e.g. Equation S5), it is better to study the correlation in terms of driving forces (Figure S5).
Figure S5. Correlation plot between the A-state and B-state driving forces from π–π stacking S65T mutants (aromatic residue at position 203), whose values are highlighted in blue in Table S5. The data points are labeled with the identities of residue 203 for the mutants. This series is chosen since π–π stacking allows for minimal structural rearrangement between the environments of the protonated and deprotonated chromophore, rendering the comparison between A and B states valid within these mutants. A linear fit (red) has a slope of 3.4, which agrees well to the ratio of the diabatic dipole moments between the two protonation states ($\frac{\mu_{\text{CT}}}{\Delta\mu_{\text{CT}}} \approx 3.1$ from Figure 4). From this plot, we can estimate the absorption maximum for the protonated GFP chromophore in vacuum, given the experimentally determined gas phase value for the deprotonated chromophore (479 nm from Nielsen and colleagues [22]). The latter corresponds to a B-state driving force of 8100 cm$^{-1}$. By extrapolation, the A-state chromophore in vacuum should possess a driving force of 18700 cm$^{-1}$, which translates to an absorption maximum at 382 nm according to Equation S5 using the parameters determined from Figure 4. The exact experimental value is still under debate. The Nielsen group determined it to be 370 ± 5 nm [23], which is close to our estimation; however, 340 ± 5 nm was obtained using multiphoton ionization from Greenwood et al. [24]. In our opinion, the latter seems unlikely as it is bluer than the bluest possible absorption $\Delta \nu_{LE}$ (= 366 nm) obtained from Figure 4A, unless the chromophore geometry in the gas phase deviates substantially from that in the GFP environment.
## Supplementary Tables

**Table S2.** Summary of the second-derivative analysis of GFP mutants and the model chromophore HBDI in ethanol at 77 K in the protonated A state (Figures 3D and S2), presented in order of the 0–0 position. The numbering scheme follows Table S12 in [2]. Even though the difference between 0–1 and 0–0 energies for HBDI in ethanol is an apparent outlier, it is curiously half as much as a typical BLA vibrational frequency (~1320 cm\(^{-1}\)), as also evidenced by its 0–2 energy at 25800 cm\(^{-1}\) (Figure S2).

<table>
<thead>
<tr>
<th>number</th>
<th>species</th>
<th>0–0 position (nm)</th>
<th>0–0 energy (cm(^{-1}))</th>
<th>0–1 energy (cm(^{-1}))</th>
<th>difference between 0–1 and 0–0 energies (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>ih(^{\text{mal}})(65T) · ih:loop:GFP R96M</td>
<td>403.5</td>
<td>24783</td>
<td>26144</td>
<td>1361</td>
</tr>
<tr>
<td>12</td>
<td>s10(203F(_5)F) · s10:loop:GFP S65T</td>
<td>410.4</td>
<td>24366</td>
<td>25700</td>
<td>1334</td>
</tr>
<tr>
<td>16</td>
<td>s10(203F) · s10:loop:GFP S65T</td>
<td>413.1</td>
<td>24207</td>
<td>25465</td>
<td>1258</td>
</tr>
<tr>
<td>15</td>
<td>s10(203(4-F)) · s10:loop:GFP S65T</td>
<td>417.0</td>
<td>23981</td>
<td>25233</td>
<td>1253</td>
</tr>
<tr>
<td>10</td>
<td>supercharged -30</td>
<td>420.0</td>
<td>23810</td>
<td>25214</td>
<td>1405</td>
</tr>
<tr>
<td>13</td>
<td>s10:loop:GFP S65T T203V</td>
<td>420.0</td>
<td>23810</td>
<td>25157</td>
<td>1348</td>
</tr>
<tr>
<td>18</td>
<td>s10(203(NH(_2))F) · s10:loop:GFP S65T</td>
<td>420.6</td>
<td>23776</td>
<td>25138</td>
<td>1363</td>
</tr>
<tr>
<td>17</td>
<td>s10:loop:GFP S65T T203Y</td>
<td>423.3</td>
<td>23624</td>
<td>24931</td>
<td>1308</td>
</tr>
<tr>
<td>14</td>
<td>s10:loop:GFP S65T T203H</td>
<td>424.5</td>
<td>23557</td>
<td>24988</td>
<td>1430</td>
</tr>
<tr>
<td>19</td>
<td>ih:GFP S65T T203(3-OMeY)</td>
<td>428.1</td>
<td>23359</td>
<td>24618</td>
<td>1259</td>
</tr>
<tr>
<td></td>
<td><strong>S65T GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>s10:loop:GFP T203V</td>
<td>413.1</td>
<td>24207</td>
<td>25484</td>
<td>1277</td>
</tr>
<tr>
<td>20</td>
<td>s10:loop:GFP</td>
<td>417.9</td>
<td>23929</td>
<td>25195</td>
<td>1266</td>
</tr>
<tr>
<td>27</td>
<td>s10:loop:GFP T203Y</td>
<td>424.5</td>
<td>23557</td>
<td>24950</td>
<td>1393</td>
</tr>
<tr>
<td>26</td>
<td>ih:GFP T203(3-OMeY)</td>
<td>434.4</td>
<td>23020</td>
<td>24242</td>
<td>1222</td>
</tr>
<tr>
<td></td>
<td><strong>S65 GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>GFP model chromophore</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>HBDI in ethanol</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td></td>
<td>408.6</td>
<td>24474</td>
<td>25082</td>
<td>608</td>
</tr>
</tbody>
</table>
Table S3. A-state and B-state absorption maxima (the latter cited from Table S14 in [2]) for GFP mutants at 77 K, listed in the order of decreasing A-state absorption energy. The numbering scheme follows Table S12 in [2]. Mutants colored with shades of orange carry threonine at the 203 position, which assume different rotamers in two different protonation states (Figure 1 in the main text [21]).

<table>
<thead>
<tr>
<th>number</th>
<th>species</th>
<th>A-state absorption maximum (nm)</th>
<th>A-state absorption maximum (cm(^{-1}))</th>
<th>B-state absorption maximum (nm)</th>
<th>B-state absorption maximum (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>S65T GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(i_{h}^{\text{mat}}(65T) \cdot i_{h}:\text{loop}:GFP R96M)</td>
<td>384.0</td>
<td>26040</td>
<td>462.0</td>
<td>21650</td>
</tr>
<tr>
<td>12</td>
<td>(s_{10}(203F_5F) \cdot s_{10}:\text{loop}:GFP S65T)</td>
<td>388.8</td>
<td>25720</td>
<td>497.4</td>
<td>20110</td>
</tr>
<tr>
<td>8</td>
<td>(i_{h}:\text{GFP S65T})</td>
<td>392.7</td>
<td>25470</td>
<td>485.7</td>
<td>20590</td>
</tr>
<tr>
<td>16</td>
<td>(s_{10}(203F) \cdot s_{10}:\text{loop}:GFP S65T)</td>
<td>394.2</td>
<td>25370</td>
<td>503.4</td>
<td>19870</td>
</tr>
<tr>
<td>13</td>
<td>(s_{10}:\text{loop}:GFP S65T \ T203V)</td>
<td>396.6</td>
<td>25210</td>
<td>494.1</td>
<td>20240</td>
</tr>
<tr>
<td>10</td>
<td>supercharged -30</td>
<td>397.2</td>
<td>25180</td>
<td>485.4</td>
<td>20600</td>
</tr>
<tr>
<td>15</td>
<td>(s_{10}(203(4-F_1F)) \cdot s_{10}:\text{loop}:GFP S65T)</td>
<td>397.5</td>
<td>25160</td>
<td>513.0</td>
<td>19490</td>
</tr>
<tr>
<td>14</td>
<td>(s_{10}:\text{loop}:GFP S65T \ T203H)</td>
<td>398.4</td>
<td>25100</td>
<td>510.3</td>
<td>19600</td>
</tr>
<tr>
<td>17</td>
<td>(s_{10}:\text{loop}:GFP S65T \ T203Y)</td>
<td>398.7</td>
<td>25080</td>
<td>514.2</td>
<td>19450</td>
</tr>
<tr>
<td>18</td>
<td>(s_{10}(203(4-NH_2F)) \cdot s_{10}:\text{loop}:GFP S65T)</td>
<td>399.6</td>
<td>25030</td>
<td>516.0</td>
<td>19380</td>
</tr>
<tr>
<td>19</td>
<td>(i_{h}:\text{GFP S65T T203(3-OMeY)})</td>
<td>408.6</td>
<td>24470</td>
<td>513.0</td>
<td>19490</td>
</tr>
<tr>
<td></td>
<td><strong>S65 GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>(s_{10}:\text{loop}:GFP T203V)</td>
<td>392.4</td>
<td>25290</td>
<td>465.6</td>
<td>21480</td>
</tr>
<tr>
<td>20</td>
<td>(s_{10}:\text{loop}:GFP)</td>
<td>397.8</td>
<td>25140</td>
<td>465.6</td>
<td>21480</td>
</tr>
<tr>
<td>27</td>
<td>(s_{10}:\text{loop}:GFP T203Y)</td>
<td>399.0</td>
<td>25060</td>
<td>508.8</td>
<td>19650</td>
</tr>
<tr>
<td>26</td>
<td>(i_{h}:\text{GFP T203(3-OMeY)})</td>
<td>413.7</td>
<td>24170</td>
<td>502.8</td>
<td>19890</td>
</tr>
</tbody>
</table>
Table S4. Absorption maxima and Stark tuning rates for A states of GFP mutants at 77 K listed in the order of decreasing absorption maximum. The numbering scheme is the same as Table S12 in [2]. For mutants where only B-state properties are measured (Figure S3), the corresponding reasons are given below. The energy gap between the CT and LE forms (denoted as $\Delta \bar{\nu}$) and degree of CT character in $S_1$ state is estimated using Equation S5 and S6, respectively. Note that for all mutants we have accessed, the CT form is consistently higher in energy than the LE form and none of the estimated CT degree exceeds 50%.

<table>
<thead>
<tr>
<th>number</th>
<th>species</th>
<th>A-state absorption maximum (cm$^{-1}$)</th>
<th>A-state Stark tuning rate (D)</th>
<th>energy gap between CT and LE $\Delta \bar{\nu}$ (cm$^{-1}$)</th>
<th>degree of CT character in $S_1$ state</th>
</tr>
</thead>
<tbody>
<tr>
<td>S65T GFP mutants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>ih$^{\text{mat}}$(65T) · ih:loop:GFP R96M</td>
<td>26040</td>
<td>6.1</td>
<td>16360</td>
<td>6.7%</td>
</tr>
<tr>
<td>12</td>
<td>s10(203F$^5$F) · s10:loop:GFP S65T</td>
<td>25720</td>
<td>10.6</td>
<td>12460</td>
<td>10.1%</td>
</tr>
<tr>
<td>8</td>
<td>ih:GFP S65T</td>
<td>25470</td>
<td>10.6</td>
<td>10250</td>
<td>13.2%</td>
</tr>
<tr>
<td>16</td>
<td>s10(203F) · s10:loop:GFP S65T</td>
<td>25370</td>
<td>14.1</td>
<td>9540</td>
<td>14.4%</td>
</tr>
<tr>
<td>13</td>
<td>s10:loop:GFP S65T T203V</td>
<td>25210</td>
<td>12.4</td>
<td>8550</td>
<td>16.4%</td>
</tr>
<tr>
<td>10</td>
<td>supercharged -30</td>
<td>25180</td>
<td>11.0</td>
<td>8320</td>
<td>16.9%</td>
</tr>
<tr>
<td>15</td>
<td>s10(203(4-F$^4$F)) · s10:loop:GFP S65T</td>
<td>25160</td>
<td>13.9</td>
<td>8210</td>
<td>17.2%</td>
</tr>
<tr>
<td>14</td>
<td>s10:loop:GFP S65T T203H</td>
<td>25100</td>
<td>13.4</td>
<td>7880</td>
<td>17.9%</td>
</tr>
<tr>
<td>17</td>
<td>s10:loop:GFP S65T T203Y</td>
<td>25080</td>
<td>15.9</td>
<td>7780</td>
<td>18.2%</td>
</tr>
<tr>
<td>18</td>
<td>s10(203(4-NH$_2$F)) · s10:loop:GFP S65T</td>
<td>25030</td>
<td>17.0</td>
<td>7470</td>
<td>18.9%</td>
</tr>
<tr>
<td>19</td>
<td>ih:GFP S65T T203(3-OMeY)</td>
<td>24470</td>
<td>20.8</td>
<td>5020</td>
<td>26.5%</td>
</tr>
<tr>
<td>1</td>
<td>ih$^{\text{mat}}$(65T) · ih:loop:GFP R96E E222K</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>ih:GFP S65T E222Q</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>s10:loop:GFP S65T</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>supercharged +36 s10-</td>
<td>no A state observed [2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>supercharged +36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S65 GFP mutants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>s10:loop:GFP T203V</td>
<td>25290</td>
<td>13.6</td>
</tr>
<tr>
<td>20</td>
<td>s10:loop:GFP</td>
<td>25140</td>
<td>11.3</td>
</tr>
<tr>
<td>27</td>
<td>s10:loop:GFP T203Y</td>
<td>25060</td>
<td>12.1</td>
</tr>
<tr>
<td>26</td>
<td>ih:GFP T203(3-OMeY)</td>
<td>24170</td>
<td>24.3</td>
</tr>
<tr>
<td>22</td>
<td>s10:loop:GFP E222Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>avGFP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>s10:loop:GFP T203V E222Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>s10:loop:GFP T203Y E222Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GFP model chromophore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>HBDI in ethanol</td>
<td>25940</td>
<td>6.3</td>
</tr>
</tbody>
</table>
**Table S5.** The energy gaps (or driving forces) between diabatic forms for the neutral and anionic GFP chromophores evaluated in the GFP environments. The latter is reproduced here from Table S13 in [2]. The numbering scheme follows Table S12 in [2]. Mutants with a S65T chromophore and an aromatic residue at the 203 position are highlighted in blue. Since within this set of mutants, the π–π interaction stays relatively rigid and S65T chromophore disallows hydrogen bonding network rearrangement upon chromophore protonation, the comparison between A-state and B-state values is meaningful unlike others (Figure S5). In contrast, there must be a significant change in solvation structures of ethanol when interacting with the neutral and anionic chromophores, so the comparison between the two corresponding driving forces is unrealistic.

<table>
<thead>
<tr>
<th>number</th>
<th>species</th>
<th>energy gap between CT and LE for A state (cm⁻¹)</th>
<th>energy gap between I and P for B state (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>S65T GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>ih^mat(65T) · ih:loop:GFP R96M</td>
<td>16360</td>
<td>10270</td>
</tr>
<tr>
<td>12</td>
<td>s10(203F5F) · s10:loop:GFP S65T</td>
<td>12460</td>
<td>6320</td>
</tr>
<tr>
<td>8</td>
<td>ih:GFP S65T</td>
<td>10250</td>
<td>7880</td>
</tr>
<tr>
<td>16</td>
<td>s10(203F) · s10:loop:GFP S65T</td>
<td>9540</td>
<td>4930</td>
</tr>
<tr>
<td>13</td>
<td>s10:loop:GFP S65T T203V</td>
<td>8550</td>
<td>6170</td>
</tr>
<tr>
<td>10</td>
<td>supercharged -30</td>
<td>8320</td>
<td>7540</td>
</tr>
<tr>
<td>15</td>
<td>s10(203(4-F1F)) · s10:loop:GFP S65T</td>
<td>8210</td>
<td>4960</td>
</tr>
<tr>
<td>14</td>
<td>s10:loop:GFP S65T T203H</td>
<td>7880</td>
<td>5250</td>
</tr>
<tr>
<td>17</td>
<td>s10:loop:GFP S65T T203Y</td>
<td>7780</td>
<td>4870</td>
</tr>
<tr>
<td>18</td>
<td>s10(203(4-NH2F)) · s10:loop:GFP S65T</td>
<td>7470</td>
<td>4710</td>
</tr>
<tr>
<td>19</td>
<td>ih:GFP S65T T203(3-OMeY)</td>
<td>5020</td>
<td>4530</td>
</tr>
<tr>
<td><strong>S65 GFP mutants</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>s10:loop:GFP T203V</td>
<td>9030</td>
<td>7600</td>
</tr>
<tr>
<td>20</td>
<td>s10:loop:GFP</td>
<td>8100</td>
<td>9770</td>
</tr>
<tr>
<td>27</td>
<td>s10:loop:GFP T203Y</td>
<td>7670</td>
<td>5680</td>
</tr>
<tr>
<td>26</td>
<td>ih:GFP T203(3-OMeY)</td>
<td>3960</td>
<td>6340</td>
</tr>
<tr>
<td>GFP model chromophore</td>
<td>66</td>
<td>HBDI in ethanol</td>
<td>14950</td>
</tr>
</tbody>
</table>
References


